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EXECUTIVE SUMMARY

To determine the basic research needs for computational subsurface sciences, the

U.S. Department of Energy (DOE) Office of Science (SC) organized a Computational
Subsurface Sciences Workshop. The workshop was held in Bethesda, Maryland, during January
9-12, 2007. Collaborating DOE offices were SC, the Office of Environmental Management
(EM), the Office of Fossil Energy (FE), and the Office of Civilian Radioactive Waste
Management (RW). The purpose of the workshop was to obtain community input on
computational science research needs and opportunities in the subsurface sciences and related
areas, with a focus on developing a next generation of numerical models of subsurface flow and
process simulation. Highlighted areas included potential terascale (and future petascale)
computational algorithms to enable high-fidelity subsurface simulation models that fully couple
key physical, chemical, geological, and biological processes with new capabilities to quantify
and reduce model uncertainty.

CROSSCUTTING FINDINGS AND CHALLENGES

During the course of the workshop, nearly all of the breakout groups discussed the following
crosscutting findings and challenges.

Uncertainty Analysis

Significant uncertainties are inherent in the analysis of subsurface systems. The challenge is to
develop effective tools for analyzing the uncertainty of complex, large, multi-physics, multi-
scale systems. We need to develop effective computational methods to 1) assess uncertainty in
inputs and models, 2) propagate uncertainty and variability through models, and 3) mitigate the
effects of uncertainty.

New Multi-Scale Computational Tools

Current up-scaling techniques to couple across scales generally are not adequate for coupled
nonlinear processes in heterogeneous media. New computational tools are needed for linking
scales and representing processes to obtain high-fidelity predictions beyond the range of
conditions and scales at which the models and parameterizations were developed.

High-Fidelity Simulations

This is an opportune time for the subsurface sciences to benefit from advances in
high-performance computing, data management, and data visualization. Advances in
high-performance computing will enable a new generation of high-fidelity subsurface science
simulation models with enhanced physical realism and fewer simplifying approximations. These
new simulation capabilities will boost public confidence and regulatory acceptance of scientific
predictions generated through numerical simulations.
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Increased Collaboration

Increased collaboration between computational scientists and discipline scientists is essential as
the effort goes forward. Especially important is the continued collaborative development of new
high-performance computing enabling technologies designed to meet the specific needs of
subsurface science research. For broad advances in simulation capabilities, we need new parallel
linear and nonlinear solvers, high-performance computing data management and data fusion
tools and methods for visualizing distributed datasets.

PANEL FINDINGS AND PROPOSED RESEARCH DIRECTIONS

The Priority Research Directions identified by the five breakout panels during their two days of
workshop discussions are summarized below.

Integrated Site Characterization

Tools for conceptual model formulation, calibration, engineering design and management, and
decision making are available, but are commonly run serially with little iteration and feedback to
guide decisions regarding site characterization and monitoring. Integration of these processes
could greatly improve decision-making and reduce costs; however, current methods are not
readily scalable for large-scale, multi-process models. We need new protocols and
computational tools for integrating 1) site and process characterizations, 2) site monitoring,

3) conceptual model formulation, 4) model calibration, 5) uncertainty analysis, and 6) decision
optimization. The goal is to develop new computational tools and to link existing tools to
provide an integrated framework for modeling coupled subsurface processes to solve specific
practical engineering problems (e.g., groundwater remediation, CO, sequestration, etc.) to enable
optimization of the design and operation of engineered systems and associated characterization
and monitoring efforts.

Protocols for “Soft” Data

There are different degrees of uncertainty in the subsurface sciences site and process
characterization data (hard to soft). There is a need to assimilate these different data in model
calibration, taking into consideration scale and uncertainty issues. We recommend developing
protocols and computational tools for using data at disparate time and space scales, and for
assimilating “soft” data in model calibration and for assessing associated prediction error. New,
practical algorithms are needed for integration of multiple data types in site and process
characterization.

Optimized Decision Making

It is essential that we develop improved methods to optimize decision-making capabilities about
large-scale subsurface sciences management and develop new methods to update models quickly
with incoming data. These methods must be computationally efficient and should incorporate
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uncertainty related to errors in conceptual models, empirical data, numerical models, and process
characterization. Such methods will provide dramatic improvements over existing

computational methods for complex model analysis and predictive science. These algorithms are
applicable to a wide range of models arising in many disciplines, as they use high-performance
computing to provide a bridge between experimentalists and modelers. Optimizing decisions
under uncertainty will lead to more cost-effective solutions for highly expensive DOE subsurface
undertakings. Data assimilation and calibration feedback will enable rapid utilization of data as
collected.

Cyber Infrastructure

We need to develop 1) strategies for verification and validation of complex models and codes,
2) convergence metrics and measures for stochastic processes, 3) standards for data storage and
programming interfaces, 4) infrastructure and tools for handling large simulations and large
datasets, and 5) a collection of benchmark problems. A database of benchmark problems will
provide a basis for performing model validation and code verification. This effort will provide
guidelines and strategies for model validation and code verification under uncertainty and better
communication of results of validation and verification to decision makers and stakeholders.

New Algorithms for Coupled Phenomena

Coupled subsurface phenomena (e.g., hydraulic, thermal, mechanical, biological and chemical)
are dominated by complex heterogeneities, multi-phase, multi-component flows and interacting,
scale-dependent processes. Existing codes are unable to simulate these phenomena with
sufficient fidelity for optimal decision-making. There is a strong need to develop next-
generation multi-physics subsurface simulation capabilities based on novel coupling and
decoupling strategies combined with emerging discretization and high-performance computing
solver technologies.

High-Performance Computing Data Management

Challenges such as contaminant transport, CO, sequestration, and nontraditional energy
production demand accurate coupled process simulations. The integration of dispersed data
sources and the management of petascale datasets will enable coupled process simulation and the
produce knowledge required by decision makers. Simulating coupled processes at large
temporal and spatial scales is becoming possible today because of significant advances in
computational infrastructure. To develop large-scale, strongly coupled process simulations
requires high-performance computing data storage, data access, and manipulation and
visualization of diverse, dispersed, massive datasets. Petascale data management needs arising
from coupled processes will demand new data intensive computing capabilities. This is an
indispensable paradigm shift for subsurface sciences, with broader application to other scientific
disciplines.

vii
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Improved Multi-Phase Flow Simulators

Current multi-phase flow simulators can handle only a very limited number of fluid components.
Improved modeling of fluid mixtures is needed to assess the impact of CO, sequestration
achieved by injecting flue gas consisting of five or more gases without expensive separation.
Also needed are new compositional models for fluid mixtures and equations of state for fluid
mixtures over wide ranges of temperatures and pressures. This will enable assessment of the
impact of sequestration gas mixtures and injection pressures on reservoir and cap rock
geochemistry. New computational tools for modeling complex fluid mixtures may enable more
economically viable carbon sequestration procedures.

New Algorithms for Parallel Computations

Modeling carbon sequestration requires multiple, coupled sub-models, including multi-phase
flow, reactive transport, geo-mechanical deformation and heat flow, that may operate at different
space and time scales. Coupling of geo-mechanical and geo-chemical modeling is critical to
accurate prediction of cap rock and reservoir integrity in CO, sequestration. We need improved
computational parallelization of coupled process models and must move beyond domain
decomposition to improve interoperability between process models and improve methods of up-
scaling heterogeneous parameters.

Risk Analysis

To satisfy regulators and to gain public acceptance, new computational methods are needed to
calculate risk associated with subsurface sciences prediction in areas such as carbon
sequestration and site remediation. We need to develop efficient, robust risk analysis methods to
capture process complexity and to improve coupling between risk analysis methods, process
models, and monitoring observations.

Community Building

Currently, the subsurface science community is not sufficiently unified. It has been described as
tribal (but friendly). For example, in the area of CO; sequestration, the petroleum industry,
which is a significant player in the subsurface sciences, is under-represented in many
collaborations of interest. To expedite community building, a virtual or distributed subsurface
sciences institute may be useful. We also endorse the concept of one or more web-based,
distributed repositories for storing codes, datasets, and computational tools to facilitate
communication among code authors and application-orientated scientists and engineers. These
repositories should use a framework that provides global access and preserves local control.
Related activities will facilitate collaboration and outreach among the large numbers of
disciplines and research groups necessary to attack the challenging multi-scale, multi-physics
subsurface science problems, such as CO, sequestration, and will accommodate new and
emerging high-performance computing environments.

viii
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High-Fidelity CO, Sequestration Model

Current simulation models are not capable of prediction and optimization of long-term isolation
performance for representative (e.g., FutureGen-scale) CO, storage sites at space and time
resolutions that effectively capture process complexity. Emerging high-performance
computational capabilities have the potential to enable the development of site-specific coupled
process models at previously unattainable time and space resolutions and to deploy protocols for
integrating modeling, site characterization, and monitoring activities. They also will serve to
help determine the level of process and model coupling and grid resolution required for
simulation of large-scale CO, storage applications.

Physically Based Process Representation

High-fidelity computational models are needed for critical chemical, biological, and physical
processes at the scales at which they are observed (e.g., from the molecular scale to the nano
scale, to the micron scale, to the pore scale, to larger scales). Accurate process representations
are needed at the next lower scale to understand the current scale. The computational challenge
is to find ways to deal with sampling statistics, electronic behavior, complexity of pores, pore
networks, and system size and boundaries. The computational demands are enormous and
access to advanced high-performance computing resources is essential. Research in this area
will lead to the development of new multi-scale mathematics and new computational science,
based on application requirements. Potential benefits are improved conceptual models for
advanced oil recovery, remediation technologies, CO; sequestration, and reliable predictions of
contaminant transport.

New Algorithms for Parallel in Time Computations

At fundamental scales, multiple phenomena evolve on multiple, widely separated temporal
scales. Numerical simulations of such phenomena are inherently difficult to parallelize.
High-performance subsurface science simulations typically achieve parallel processing
performance by relying on algorithms that use a spatial decomposition. For effective
representation of phenomena at fundamental scales, we need to develop parallel in time
algorithms with support for non-homogeneous time stepping.

Heterogeneity at Multiple Scales

Geometrical and biogeochemical heterogeneity have important impacts on subsurface processes
at all scales. In many geological systems, the effects of heterogeneity dominate fluid flow and
chemical transport. For example, focused flow is important in the transport of contaminants
through aquifers, and heterogeneity is essential for the trapping of oil in reservoirs. At the pore
scale, both geometric and chemical heterogeneity have an important impact on multi-phase fluid
flow. It is important to include realistic heterogeneities in computer models used for practical
applications. Current subsurface simulation models are not capable of realistic representation of
complex heterogeneous media, especially if fractures occur or evolve on multiple scales. We
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need accurate phenomenological models that provide comprehensive but concise descriptions of
subsurface structures and processes, and include quantification of uncertainty. The grand
challenge in this area is a comprehensive representation of mechanical discontinuity distributions
from the pore scale to the repository scale. This work will require substantial access to
leadership-class computational resources to solve the stochastic optimization, uncertainty
quantification, parameterization selection, and design of experimental problems that arise in
resolving the problem of media parameterization and reconstruction for computational
subsurface science. An essential component of this research direction is the experimental,
data-based validation of the models and algorithms that will result from this research. Exciting
opportunities result from the fact that at the core level (~10 cm) a wealth of experimental data
can be generated which can be used for the validation of the relationship between
parameterizations, microstructure and subsurface physical phenomena.

Test Bed of Up-Scaling Benchmarks

All subsurface science models involve multiple, non-well separated length and time scales and
complex, coupled physical phenomena. Direct numerical simulation from fundamental scales to
the field scale is impossible. Analytic understanding of scaling is incomplete, although it is
recognized that down-scaling leads to an ill-posed inverse problem. Research in needed to
identify the minimum information that must be transferred across scales to maintain model
validity. Work is needed on developing hybrid models based on local scale refinement and
hierarchical models that maintain accuracy across scales by means of scientifically and
mathematically defensible up-scaling techniques. There is currently little or no basis on which to
1) determine appropriate sequences of scales for models and 2) evaluate the impacts of
information loss resulting from up-scaling. We recommend developing highly resolved,
computationally demanding models of specific processes to serve as a test bed, or set of
benchmarks, for evaluating up-scaling methods and up-scaled models. This test bed will require
terascale and eventually petascale computational resources for solution of benchmark problems.
The benchmark problems need to be validated using laboratory or field data. Advanced
algorithms, mathematics, and computational methods will be developed for solving large
problems and will provide a validation basis for application-level codes and models.

Pore Scale Particulate Transport

Most subsurface simulation codes are based on mathematical models of single phase and/or
multi-phase flow and mass transport formulated at one or more continuum scales. In these
models, geo-materials with micro scale and pore scale physical and chemical heterogeneities and
complex pore and/or fracture geometries are treated as homogeneous “effective media.” Both
fluid flow and mass transport, including mass transport mediated by colloids, nano particles and
polymers, through these complex media are represented by averaged flow and transport
equations based on concepts such as Darcy flow, relative permeability, and averaged particle
transport “trapping and release rates.” An important advance for current codes would be the
capability of modeling particulate transport at the pore scale, and coupling this to continuum
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scale models. Such a capability would provide a firm scientific basis for developing
technologies for controlling the behavior of micron and submicron-sized particles of concern
(e.g., radioactive and/or chemically toxic colloids, bacteria, or viruses) in the subsurface. This
would enable a more accurate and reliable assessment of the impact of small particles and
polymers in problems related to contaminant fate and transport and CO, sequestration and
enhanced oil recovery, for example.

Pore Scale Reactive Flow

Pore scale modeling has been used for several decades to simulate single-phase and multi-phase
fluid flow in fractured and porous media. Recently, these models have been coupled with simple
models for precipitation, dissolution, and the transport of dissolved substances. However,
improved codes on more-capable computing systems are needed to simulate the behavior of
reactive fluids with a wide range of properties under the full range of conditions relevant to
subsurface applications. Important advances could be made by efficiently implementing existing
methods on petascale computing systems. Many important applications will also require the
development of better single-physics algorithms and new codes that couple important physical
and chemical processes on a wide range of length and time scales. Eventually, pore-scale
models will be coupled with atomistic and/or continuum scale models on computing systems
with capabilities that substantially exceed those of current systems. As an interim solution,
pore-scale simulations could be used to provide model parameters, and to develop better
constitutive equations, for field scale models.

WORKSHOP LOGISTICS

More than 150 experts registered for this invitation-only workshop and the participants included
a diverse set of professional disciplines and computational scientists working in the subsurface
sciences. DOE program managers, subsurface sciences stakeholders, and decision makers were
well represented. The workshop participants came from 11 DOE laboratories, 23 U.S.
universities, and 2 European universities.

Technical panel discussions focused on five major areas for which simulation and modeling are
clearly relevant to subsurface science research.

Site Characterization and Model Calibration

Validation, Verification, Uncertainty Analysis and Decision Optimization
Coupled Phenomena

Carbon Sequestration

Research at Fundamental Scales

ok~ E

A common goal of these five panel discussions was to define research needs and opportunities in
the subsurface sciences that can benefit from new high-performance, computing-based
collaborations involving scientists from various disciplines, applied mathematicians and
computational scientists.
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The workshop began on Wednesday morning with welcoming remarks by workshop organizers
and representatives of the collaborating DOE offices. The workshop agenda was pursued
through five breakout groups, each consisting of 20 to 30 panel members. Panel assignments
were based on the first and second panel choices indicated by the attendees when they registered
for the workshop. The workshop schedule also included four excellent plenary talks given by
leading subsurface and computational scientists. Details of the workshop can be accessed from
the conference website at http://subsurface2007.labworks.org/.

Discipline scientists led the panel discussions on Wednesday morning with the goal of
articulating the research needs in terms of what is needed to better understand the physical
processes involved in subsurface phenomena and to develop better decision-making tools.
During the Wednesday afternoon panel sessions, computational scientists directed the panel
discussions with the goal of identifying ways in which high-performance computing can lead to a
new generation of high-fidelity subsurface simulation models. The Wednesday program
concluded with a plenary session during which each panel reported on their preliminary Priority
Research Directions (PRDs). On Thursday, the second full day of the workshop, discipline and
computational scientist panel leaders directed the panel discussions to 1) revisit the PRDs
discussed the previous day, 2) suggest PRDs overlooked in the first day of panel discussions, and
3) identify panel members who could serve as lead authors in producing PRD documents that
would provide comprehensive, easily understood descriptions of each PRD. The Thursday
program concluded with a plenary session in which each panel presented the latest versions of
their PRDs.

CONCLUSION

Within the SC and the other DOE programmatic offices that collaborated in this workshop
(EM, FE, and RW) are simulation capabilities, scientific software tools, computing platforms,
and interdisciplinary researchers without equal in the world. These DOE assets, together with
university- and industry-based researchers, represent an extraordinary resource for creating a
next generation of computational subsurface science simulation tools and using them to gain
understanding of many important physical problems. Examples of subsurface science problems
of national importance include nuclear waste repository design and monitoring, transport and
fate of contaminants, alternative energy production, bio-remediation, carbon sequestration, and
reservoir modeling. The computational subsurface sciences research agenda challenges the
limits of current simulation capabilities in every direction and presents many opportunities for
significant advances in simulation capabilities and mutually beneficial collaborations, making it
a worthy effort to be undertaken.

Favorable trends in computing capability and cost of large-scale simulation are transforming all
fields of science and engineering into substantially simulation-based activities. In less than
20 years, we have seen an increase in sustained processing rates of five orders of magnitude
accompanied by a cost in sustained computing capability that has dropped by four orders of
magnitude over the same period. Despite these favorable trends in the computational landscape,
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many challenges exist. Most of the current code base for the computational subsurface sciences
was created for computing platforms of much lower capabilities than are now available. A
substantial effort will be to rewrite much of the existing code base so that it can benefit from
modern software practices and high-performance parallel architectures. Virtually all large-scale
data structures in existing codes will need to be replaced with distributed versions. As the
software infrastructure is reconstructed, attention can be given to extensibility, reusability, object
orientation, modularity, portability, and performance tuning. The computational subsurface
science research agenda will require new, specially designed enabling technologies to address
1) parallel programming models for MPI and multithreading, 2) dynamic load balancing,
language interoperability, 3) high-performance data management, 4) performance monitoring
metrics, 5) debugging tools, 6) distributed data archiving, 7) visualization, 8) data mining,

9) model validation, and code 10) verification.

For high-fidelity computational process simulation in subsurface sciences to achieve its potential,
close collaboration will be required between discipline scientists in the DOE applications offices
and computational scientists in the Office of Advanced Scientific Computing Research. These
collaborations will need to address daunting challenges related to the multi-scale, multi-physics
nature of subsurface sciences problems and need to develop new ways for dealing with
uncertainty in site and process characterization and associated risk assessment. The successful
SciDAC program can serve as a starting point for the further development of a collaboration
model for pursuing a computational subsurface science research agenda.

At the workshop, many lively and substantive discussions clearly illustrated the need for new
computational simulation capabilities in the subsurface science applications of interest to EM,
FE, and RW.
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SITE CHARACTERIZATION AND CALIBRATION PANEL
REPORT

The focus of this panel was the development of computational methods to improve model
accuracy and precision by making optimal use of available data and by integrating decisions
regarding data collection with model calibration and error analysis to focus limited resources on
efforts that yield the greatest benefit. The problems of interest involve movement of fluids,
chemicals and/or heat through geologic media that exhibit complex heterogeneity at multiple
scales in time and space.

Conceptual model formulation is a crucial step in the modeling process. Ideally, conceptual
model complexity and data collection efforts will be advanced in an iterative manner. At the first
iteration, a simplified conceptual model is utilized with initially available data to jointly assess
the need for additional data and/or model refinement. As additional data is obtained, the benefit
of further data collection and/or model refinements can be evaluated. The process of conceptual
model formulation is assumed to be a manual process performed by the project team. That is, at a
given stage in the project, a limited number of potential model refinements would be specified
for analysis. However, the process of converting candidate conceptual models to numerical code
input can be laborious, and the development of improved tools to automate the process would be
very useful.

As model complexity increases (i.e., less restrictive assumptions, higher resolution), intrinsic
model uncertainty is expected to decrease. However, more parameters will generally required for
model calibration. As data availability increases, the level of model complexity that minimizes
prediction uncertainty is expected to shift towards greater optimal complexity and conversely
with less data the optimal model will shift towards lower complexity (Figure 1). This implies that
for a given set of data available for calibration, increasing model complexity will eventually be
counterproductive.

Less Data

Optimum Model

/

Prediction Uncertainty

More Data

Model Complexity

Figure 1. Conceptual relationship between model complexity (time/space scale resolution), data
availability, and prediction uncertainty.
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Direct determination of all input parameters required in a complex multi-process subsurface
model is generally not feasible. The estimation of unknown model parameters must therefore be
carried out by an inverse solution approach in which parameter values are determined that
minimize deviations between observed and predicted system behavior subject to constraints or
plausibility criteria, weighted to consider uncertainty in observations. Since many direct
measurements will not be at the same time/space scales as the model, upscaling or downscaling
may be necessary to avoid biases due to scale disparities. Uncertainties associated with the
scaling process will need to be considered in addition to those due to measurement uncertainty.
Furthermore, “soft” data may often be available that exhibit indirect relationships with model
input or output that can improve the inverse solution. Model predictions will be uncertain to a
degree that depends upon parameter covariances, sensitivity of predictions to uncertain
parameters, intrinsic model limitations, and uncertainty in data used for calibration. Prediction
probability distributions computed assuming multi-normal or multi-lognormal parameter errors
will frequently lie outside feasibility space for calibration data.

In addition to measurements of variables required as model input and of variables that are
directly computed as model output (and which can thus be used for inverse modeling), various
measurements may also be available that exhibit a significant correlation with input or output
variables. The latter are often referred to as “soft” data and the former as “hard” data, reflecting
the relative difference in uncertainty in interpretation. The reality is more of a continuum in data
uncertainty, due to measurement limitations and scale discrepancies between the model and
observations. The panel recognized that a need exists for the development of methods to account
for disparity between scales at which parameters are measured and model inputs are defined and
to use the full spectrum of data “hardness” (or “softness”) in the calibration process, with due
consideration given to effects of data uncertainty vis a vis the conceptual model formulation.

Novel multiphysics and multiscale codes are needed to model complex coupled processes in the
subsurface. While the exact design, components and implementation of these codes is unknown,
in order for these codes to meet their objectives they will need to efficiently couple and integrate
diverse code elements developed by different groups, integrate massive amounts of diverse data
from diverse sources (including dynamic sensor networks), and take advantage of future
developments and enhancements in computational infrastructure. In addition, such codes will
need to pass rigorous, auditable verification and validation tests both in the development and
implementation phase. A priority research direction is the development and implementation of a
rigorous and powerful cyber infrastructure for subsurface modeling. The development of this
cyber infrastructure will utilize and build on existing US and international efforts in the
development of standards for e.g. sensor web services, self-validating models, service discovery,
distributed computing, code adaptivity while at the same time accommodating the unique aspects
and attributes associated with the subsurface modeling problem. This cyber infrastructure will
provide a presently unavailable but critically needed framework for the efficient development,
testing and field deployment of novel multiphysics and multiscale codes. This ability will permit
the effective use of novel codes for long-term monitoring, management and optimization of CO,
sequestration sites, and the cost effective mitigation of subsurface contaminants.
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A major challenge in subsurface modeling is the development of scalable parallel algorithms for
estimating uncertain parameters from sparse measurements or various types at multiple time and
space scales. The need to solve such inverse problems to calibrate model parameters and
estimate current system state has been well articulated. However, substantial challenges and
opportunities remain for the development of efficient inverse algorithms that can scale to the
next generation of petascale computing systems. There is an urgent need to extend to the inverse
setting the successes engendered over the past decade by scalable parallel algorithms for forward
(also known as direct) simulations. Since the structure of inverse operators is usually very
different from those of forward operators, entirely new classes of scalable numerical algorithms
are needed.

While inverse problems in subsurface modeling are characterized by a wide range of inversion
parameters (e.g., flow and transport constitutive parameters, initial conditions, boundary
conditions, reaction and other model coefficients, source terms, geometry and topography) and
simulation equations (e.g., describing multiphase reacting flow, transport, geomechanics, and
geophysics), they share a common mathematical structure: an optimization problem with an
objective function that represents the data misfit between observations and predictions,
constraints in the form of large-scale simulation equations (typically discretized PDEs and
ODEs), and inequality constraints on the parameter bounds.

Large-scale simulation-based inverse problems are significantly more difficult to solve than the
corresponding forward problem, for the following reasons:

e Inverse solution typically requires numerous forward solutions, and can thus be intractable
when the forward solve takes weeks on multi-thousand processor systems.

e The inverse problem is usually ill posed, even when the forward problem is well posed.

e When the forward problem is an evolution equation in space, the inverse problem is a
boundary-value problem in space-time. Thus, inverse operators are usually non-causal and
non-local, despite the local and causal nature of forward operators.

e New infinite-dimensional operators appear in the inverse problem that are not present in the
forward problem—adjoints, Hessians, and KKT operators—and these require operator-
specific regularization, iterative solvers, preconditioning, globalization, inexactness, and
parallel implementation, which are new frontiers for research in numerical algorithms.

e Non-uniqueness in inverse problems is manifested via families of possible parameter values
that are consistent with the observations. There is often a need to not only estimate the most
likely parameters from among the families (via regularization or prior model criteria), but to
also characterize the uncertainties in their estimates, which stem from uncertainties in the
observations, the models, and the priors.

Generic optimization or nonlinear least squares software packages are incapable of exploiting the
structure of the embedded forward or inverse operators or their underlying infinite-dimensional
nature, and are thus inadequate for problems with large numbers of inversion parameters. As the
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underlying forward simulations embrace the multi-teraflops era and move toward the petascale,
the chasm between the capabilities of available inversion algorithms and software, and the needs
of scientific codes, grows even wider.

The next generation of inverse algorithms must respond to the following difficulties that
characterize subsurface inverse problems:

The forward simulations embedded within inversion are typically characterized by complex,
nonlinear, multiscale, multirate, multiphysics, and biogeochemical processes that require
terascale and ultimately petascale computing resources;

The inversion variables often stem from infinite-dimensional spaces (i.e. they represent
initial conditions, boundary conditions, heterogeneous material properties, distributed
sources, or geometry); and

Infinite-dimensional inequality bound constraints are required in the problem formulation
(such as positivity constraints on heterogeneous parameter fields).

To address these issues, next-generation inverse algorithms are expected to:

Respect the infinite-dimensional character of the underlying operators, because petascale
inverse problems in subsurface modeling involve PDEs, and because algorithms that respect
the infinite-dimensional structure of the PDEs can often exploit mesh independence to find
solutions in a small number of iterations, even when the dimension of the parameter space is
of the order of millions—problems that are impossible for off-the-shelf, algebraic-oriented
optimization packages.

Make use of Hessian information, because derivative-free methods are unable to scale
beyond a small number of inversion parameters, and because gradient-only methods

(e.g., steepest descent, nonlinear conjugate gradients, quasi-Newton) also do not usually scale
well with increasing problem size.

Be adjoint-based, because such methods offer the only hope for computing derivatives (and
Hessians actions) for high-dimensional parameter spaces.

Be multilevel in nature, because of the great successes of multilevel and multigrid methods
for forward simulations and their promise for inverse problems. However, multilevel
methods must take on a very different form for inverse problems due to the differing
character of forward and inverse operators, and require careful analysis and development to
be effective for inversion.

Parallelize in a fine-grained manner, because of the high-dimensional state and parameter
spaces that result after discretization. Parallelism must be exploited at the “grid point” level,
following the lead of large-scale forward simulation codes. Additional opportunities exist for
coarse-grained parallelism, such as for direct sensitivities (across inversion parameters),
adjoint computations associated with active set methods (across active constraints), and
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multiple source inverse problems (across each instance of the forward problem), but these
must build on a finer-grain parallelism to permit scalability to large numbers of processors.

Subsurface modeling problems are ideal proving grounds for inverse algorithms. The medium
and state are not directly observable, thus resulting in uncertainty in parameters, initial/boundary
conditions, and source terms. Forward simulation therefore relies on inverse analysis to estimate
these parameters (and possibly their uncertainty) from the observables. The forward simulation
problems alone are extremely challenging; inverse solution for high-dimensional parameter
spaces (as results from discretization of heterogeneous property fields) is intractable using
current methods. The development of scalable parallel numerical algorithms for inverse solution
that can match the scalability and efficiency of the associated forward solvers is thus of
paramount importance.

Conceptual model formulation, site characterization, model calibration, uncertainty analysis and
decision/design optimization are commonly undertaken serially with minimal ad hoc iteration.
Without a fully integrated approach to these tasks, global optimization of model formulation,
characterization and monitoring activities, and design and operation of engineered systems
cannot be achieved. As a result, excessive costs and/or risk may be incurred because overly
complex or overly simple models may be adopted than are warranted for the intended purpose;
data may be collected that does not substantially reduce decision uncertainty; truly useful data
may not be identified and collected; and/or engineered systems may be over- or under-designed.
The ability to efficiently and practically integrate conceptual model formulation, site
characterization, model calibration, uncertainty analysis and system monitoring for complex
coupled subsurface systems is currently impeded by a lack of scalable, powerful tools for
integrated analyses. Because such integrated analyses will require a large number of direct
simulations, high-performance computing resources and advances in algorithms for direct and
inverse solutions, error propagation, and multi-objective design optimization schemes are
needed.

A need exists for the development of an integrated framework and computational tools for
modeling subsurface systems that enables global optimization of conceptual model formulation,
site characterization and monitoring activities, and design and operation of engineered systems
with full consideration of prediction uncertainty. A stochastic optimization framework is
proposed to simultaneously optimize engineered system design and operation variables,
conceptual model formulation, and/or site characterization/monitoring plans to minimize a
multi-objective function that may involve cost expectation (including penalty costs associated
with failure to meet design requirements), regulatory criteria, and/or other externalities. The
integrated framework would couple model calibration (inverse problem solution) using data that
may involve “direct” parameter measurements (e.g., hydraulic conductivity), indirect or “soft”
data of various types (e.g., borehole descriptions, penetration resistance, geophysical data, etc.)
with a generalized error analysis methodology (including measurement and upscaling errors),
with a multi-objective stochastic optimization procedure. Implementation will involve adaptation
and refinement of existing codes, development and implementation of new methods, and
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integration in a manner that provides maximum computational efficiency, robustness,
maintainability, and adaptability.

Models are generally developed to resolve specific engineering or planning issues — for example,
to determine configurations and flow rates for wells to meet specific production or regulatory
goals with a given probability of success and at minimum expected total cost. Various
approaches may be used for the formulation of stochastic design optimization problems. Global
optimization of an objective function with many parameters is a particularly difficult and
challenging problem.

Integration of the foregoing modeling tasks is needed to simultaneously optimize conceptual
model formulation, characterization/monitoring plans, and engineering design. In practice, the
entire process may be iterated as incremental refinements in the model formulation and data
collection are performed until further efforts are not warranted on a cost-benefit basis. Effects of
undertaking additional site characterization studies, pilot tests, monitoring procedures, etc. on
model predictions and their uncertainty may be evaluated by adding synthetic data at the
proposed locations and/or times with appropriate measurements and/or upscaling uncertainty and
rerunning the inverse problem, error analysis, and management optimization problem to
determine the impact on total cost (including the additional data collection costs) and hence to
quantify the net cost or benefit of alternative plans. Integration should be performed in a manner
that provides flexibility to the user to execute selected components and bypass others to suit
specific needs. Input/output structures and program control information should be implemented
in a manner that is code independent, so that the infrastructure can be readily implemented with
any direct problem solution.

VALIDATION, VERIFICATION, UNCERTAINTY ANALYSIS, AND
DECISION OPTIMIZATION

CURRENT STATUS

A blend of physical experimentation, modeling, simulation, and high performance computing has
become the standard toolset for scientific investigation and engineering design in complex
multiphysics, multiscale geologic subsurface systems. The practical limitations in
experimentation and simulation mean that substantial uncertainty accompanies any description or
prediction of the behavior of a subsurface system. Uncertainty is inherent in the inaccessibility
of the subsurface to measurement and experiment, data gathered from subsurface systems, the
complexity and heterogeneity of the subsurface, mathematical descriptions of the physical
processes in the subsurface, and the analysis and computational simulation of complex
multiscale, multiphysics models. The need for a scientifically defensible representation of
uncertainty in the analysis of complex systems arising in the subsurface sciences is now widely
recognized.
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For example, we need scientifically defensible decision-making tools for subsurface systems
involving contaminant removal (storage). This includes such decisions as the location and
pumping rates at wells that are pumping contaminant out of the ground, location of monitoring
devices which can include sampling wells, and also soil removal or treatment. For more complex
systems, chemicals may be injected into the groundwater to accelerate the biodegradation of the
contaminant (“bioremediation”) or enhance the effectiveness of extraction pumping (e.g., by
adding surfactants), which engenders more decisions including the concentrations of injected
materials. If we choose to allow these decisions to vary over time, we have a dynamic decision
problem, i.e., a control problem. Other important applications include the use of the subsurface
for storage of hazardous wastes and carbon sequestration.

In general, optimization methods have many applications, including:

e Determination of the best conceptual model to fit observational data (model calibration or
data assimilation)

e Definition of conditional realizations, to estimate performance (results of forward modeling)
with uncertainty estimation

e Selection of new data (what values, where, and when) to be collected that will reduce
uncertainty estimates (feedback) or optimize decisions

e Selection between different alternatives, including:

— collection of additional data
— remediation actions

— continued monitoring

— design alterations.

Optimal decision-making poses extreme computational challenges because the underlying
simulation models for groundwater flow and contaminant transport are complex and
computationally intensive, and optimization typically requires hundreds or thousands of
simulations. It is essential that we develop better algorithms and approaches. The existing
methods are not computationally efficient enough or mathematically complex enough to address
fully the uncertain environment in which decisions must be made or the complexities associated
with multimodal optimization problems arising from nonlinearities and heterogeneities. In
addition, methods that deal effectively with coupled simulation models (e.g., operator
decomposition solution of multiphysics models) and methods that generate feedback policies are
necessary. The uncertainty incorporated should include parameter, data, numerical and model
error in the analysis, which is not adequately addressed in current modeling efforts.

The computational demands associated with the analysis of the creation and propagation of
uncertainty in a complex multiphysics, multiscale subsurface system severely affect all existing
approaches to uncertainty analysis.
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One current approach for analyzing uncertainty in a complex subsurface system is the use of
random sampling techniques, such as Monte-Carlo methods. For large-scale problems, however,
the computational requirements of random sampling are enormous. The situation is even worse
when estimating probabilities of rare events. The computational challenges include the overhead
involved with organizing multiple simulations of a subsurface system and the large number of
simulations required to carry out an accurate statistical analysis. Another approach is based on
representing uncertain model inputs and the solution fields in terms of a spectral representation,
such as a Karhunen-Loéve series or polynomial chaos expansion and then solving for the spectral
coefficients. The coefficients are computed intrusively, by deriving deterministic equations for
the coefficients or non-intrusively by random sampling. Either approach entails enormous
computational demands and again raises the need for fundamental research in of spectral
approaches for efficient implementation on high performance computers.

In some circumstances, the quantification of uncertainty can be attacked directly by deriving
equations for statistical quantities, probability density functions or moments, that represent
information about the quantities of interest. Computing solutions of these equations yields
information about uncertainty directly, for example the expected value of oil/gas recovery versus
time and the uncertainty of the expected value. However, solving these equations for large-scale
models is again a computationally intensive problem.

Variational analysis based on duality, adjoint equations, and generalized Green’s functions
present a traditional deterministic approach for analyzing the creation and propagation of
uncertainty through a complex system. The computational demands and efficient
implementation in high performance computing environments, including for example storage of
forward solutions for forming an adjoint problem and solution of the adjoint problem, once again
presents severe mathematical and computational hurdles.

In addition to computational hurdles in uncertainty analysis, there are also difficult mathematical
issues, such as in finding useful representations of uncertainty and treating different kinds of
uncertainty in one analysis. For example, the starting point for analyzing the uncertainty in
model predictions is characterizing the uncertainty in the input parameters and data used for a
model or in the data that is used to calibrate the model. This presents multiple hurdles because
harvesting information from experiment and field measurements in subsurface systems is
difficult and costly and there are serious physical limitations on the type and scale of data that
can be gathered. The data determined in physical measurements must then be processed into a
form useful for mathematical modeling, which is another complex issue.

In short, there is a tremendous need to improve the existing approaches and devise new
methodologies for analyzing the creation and propagation of uncertainty in complex subsurface
systems. There is also a tremendous need to implement uncertainty analysis tools in high
performance computing environments in order to meet the computational demands associated
with uncertainty analysis.
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SUBSURFACE SCIENCE CHALLENGES

The scientific need for an adequate representation of uncertainty in the analysis of complex
systems is now widely recognized while the national importance of the issues involving
subsurface systems, e.g. radioactive waste disposal at Yucca Mountain, carbon sequestration, oil
and gas recovery, and pollution in groundwater, means that this uncertainty has tremendous
scientific, societal, and economic implications.

COMPUTATIONAL SCIENCE CHALLENGES

There is a critical need for significant high performance computational methods for treating
uncertainty in all phases of modeling, from uncertainty in experimental results, to uncertainty in
the evaluation of models and, ultimately, to the quantification and interpretation of uncertainty in
the results of computational analyses. This need raises theoretical and computational challenges
in all aspects of modeling a complex system, including data acquisition and treatment, e.g., up or
downscaling, model uncertainty, numerical simulation error, operator decomposition of physics
and scales, analysis and quantification of uncertainties, sensitivity analysis, data assimilation,
and the formulation of optimal decisions. The challenge to the computational community is to
develop and implement high performance tools and libraries as well as standardized benchmarks
for the analysis of uncertainty as a fundamental part of high performance computational
modeling of complex subsurface systems.

Another key challenge is the development and implementation of mathematical frameworks for
analyzing the propagation of uncertainties through complex multiphysics, multiscale subsurface
systems. Mathematical frameworks must include the effects of data, parameter, and model
uncertainty as well as errors produced during simulations, and therefore must deal with
uncertainties described with a variety of statistical and deterministic representations. The
mathematical approaches must allow for propagation, cancellation, and accumulation of effects
in order to produce an accurate quantification of the uncertainty in analysis results. Mathematical
techniques for uncertainty analysis must accommodate abrupt and even discontinuous behavior
in space and time, e.g., sharp or discontinuous material changes at specified locations in space
and discontinuous model changes in time arising from specified conditions, as well as multiple
bifurcations present in specified data and parameter ranges. The techniques must also deal with
the effects of operator decomposition in a multiphysics model. An associated challenge is to
develop implementations of the mathematical frameworks for ultra scale computing platforms
because of the intensive computational demands of the analysis. The high performance software
for mathematical analysis of uncertainty must be designed “from the ground floor”, as opposed
to ad hoc implementations on top of existing high performance simulation frameworks.

Distributing available resources in order to analyze and predict the behavior of a complex
geological subsurface system both accurately and efficiently is a related critical computational
challenge. There are enormous costs associated with experiment and field measurements as well
as severe constraints on the available resolution in computational simulations even on petascale
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computers. A challenge is to develop and implement frameworks that can adaptively guide the
distribution of resources in order to reduce the uncertainty in a model analysis. The development
of truly efficient adaptive frameworks would greatly increase the accuracy in model analysis and
system prediction that can be achieved with a given amount of resources.

OPPORTUNITIES AND RESEARCH NEEDS
This panel identified three significant Priority Research Directions.

Uncertainty Representation, Uncertainty Propagation and Sensitivity Analysis for
Subsurface Systems

Significant uncertainty accompanies any description or prediction of the behavior of a complex
subsurface system and this uncertainty has important scientific, societal, and economic
implications. This raises a critical need for high performance computational methods for treating
uncertainty in all phases of modeling. The challenge is to develop tools and libraries for
uncertainty analysis as a fundamental component of high performance computational modeling
of subsurface systems.

Decision Optimization, Data Assimilation, Control under Uncertainty

Decision optimization is the computational process that seeks to determine the most
advantageous, in terms of cost or other criteria, decisions that meet specified physical and
performance constraints. The challenge is to improve computational methods to optimize
decisions in the management of large-scale subsurface systems in the presence of uncertainty,
particularly for evolving systems that required dynamic updating a recalibration in response to
incoming data. These methods must account for uncertainty, be computationally efficient, and
take advantage of ultra scale hardware and software.

Metrics and Benchmarks for Verification and Validation

Application codes establish credibility for accuracy and reliability by performing domain
specific verification and validation testing. Developing the problem descriptions and methods of
assessment are difficult and time consuming. Therefore, a common database of metrics and
benchmarks could greatly improve computational subsurface application verification and
validation and the assessment of credibility. The challenge is to produce techniques and
benchmark problems for verification and validation specific to subsurface science applications.

CONCLUSION

Meeting the theoretical and computational challenges associated with treating uncertainty in
subsurface systems will provide a greatly enhanced ability to fully utilize high performance
computational platforms in addressing fundamental scientific and societal questions related to
subsurface processes. This will result in increased confidence in subsurface system analyses, due

10
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to enhanced resolution in the analyses and more reliable quantification of the uncertainty in the
analysis results. Ultimately, this will allow scientifically defensible policy decisions regarding
issues of national importance such as contamination remediation, carbon sequestration and
radioactive waste storage.

CARBON SEQUESTRATION

CURRENT STATUS

For at least several decades to come, the United States will rely on fossil fuels for a majority of
the required and expanding energy production (coal, oil, methane, and possibly oil shale). This
heavy reliance on fossil fuels will result in increased production of carbon dioxide (CO,) unless
the nation makes significant progress towards the development of near-zero emission power
plants. The capture, separation and storage or reuse of carbon, carbon sequestration, should be
employed to stabilize and eventually reduce concentrations of this greenhouse gas in the
atmosphere.

The Department of Energy’s Carbon Sequestration R&D program is tasked to provide science-
based assessments of costs, long-term stabilities and environmental impacts. Clearly modeling
and simulation will serve as the principal tool in evaluating the technology options, but a number
of advances in the state-of-the-art are required in a relatively short time frame.

The panel on Carbon Sequestration identified five priority research directions:

Improved computation of coupled multi-scale process models for carbon sequestration
Efficient risk assessment techniques for carbon sequestration

Development of a subsurface science collaboration infrastructure

Modeling the sequestration of supercritical fluid mixtures

Modeling FutureGen-scale geologic CO, sequestration.

arwDE

SUBSURFACE SCIENCE CHALLENGES

Improved Computation of Coupled Multi-Scale Process Models For Carbon
Sequestration

Given the significant increase in carbon dioxide in the atmosphere associated with burning of
fossil fuels and the important role that carbon sequestration could play in remediation, significant
investment is required to predict the long-term fate of CO, pumped into subsurface geologic
formations. Accurate and efficient numerical models are needed to predict CO, storage
capabilities, control injection, and assess risk of leakage to the surface. Fundamental
improvements over existing simulation models are needed in several key areas. The subsurface
is extremely heterogeneous and so requires new methods of characterization, including 4D
seismic and satellite imaging methods, to detect subsurface deformation and potential leakage.
New simulators must be able to incorporate this information and provide feedback for gathering

11
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it. Individual process models must be discretized numerically to preserve pertinent physical and
chemical principles. Near well-bore environments are critical to model accurately as these zones
will likely change dramatically upon injection of CO,, and abandoned wells create a risk of
leakage. Accurate simulation in the presence of heterogeneities will require multi-scale
discretizations and computational grids that adapt dynamically to zones of rapid changes.
Sequestration of CO; in the subsurface is inherently is a complex problem, and accurate
simulation will require new algorithms for simultaneous coupling of multiple process models.
Coupled and adaptive, multi-physics, multi-scale, multi-resolutions processes present unique
computational infrastructure demands due to their scale and heterogeneity in space and time.
Significant impacts of this research will extend beyond the carbon sequestration problem.
Improved parallelization methods, numerical algorithms, data assimilation techniques, and
scaling methods for heterogeneous systems will have dramatic impact on the computational
sciences as a whole, and computational subsurface science will benefit more broadly, due to the
similarity of processes that affect sequestration and the fate of near-surface contaminant flows.

Efficient Risk Assessment Techniques for Carbon Sequestration

Large scale deployment of geologic CO, sequestration will require demonstration of
comprehensive analysis of risks, including financial, health, safety, and environment, associated
with the technology. Understanding the impact of storing large amount of CO, over a long time
frame is a complex problem due to a number of coupled physical and chemical processes.
Traditional risk analysis approaches cannot be directly applied to geologic systems due to the
differences in the fundamental behavior of geological systems and engineered systems such as a
nuclear power plant, including dynamic evolution of component behavior, large uncertainties
and limited opportunity to perform extensive characterization experiments. This has led to the
development of approaches that combines extensive PA calculations supplemented with a risk
analysis based on PA results. The PA calculations can become computationally intensive
depending on the number of uncertain parameters, typically making it impractical to explore all
of the combinations to develop statistically meaningful results required for risk analysis. In
addition, these analyses can take significant time, which could be a limitation for development of
multiple sequestration sites.

Subsurface Science Collaboration

The subsurface science community has been described as “tribal” (but friendly). Codes, datasets
and computational tools are not openly shared until they are finished products, and even then
they are sometimes, de facto or de jure, proprietary. An extreme example of this challenge is that
the petroleum industry, which houses tremendous expertise in subsurface science, is
underrepresented in many collaborations of interest in CO, sequestration.

Modeling the Sequestration of Supercritical Fluid Mixtures

Geological carbon sequestration is a promising technology for reducing CO, emissions from
coal-fired power plants and other CO, emitters. However, capturing and separating CO, from the
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other products of coal combustion can be an expensive process. This has led to interest in the
possibility of injection unpurified, or less purified, flue gas from the power plant directly into the
subsurface. The flue gas would first be compressed to a supercritical state before injection.
While the simulation of the injection of supercritical CO, into the subsurface has become fairly
routine, an equation of state for a complex mixture of supercritical fluids has not been defined at
the temperatures and pressures encountered during geologic carbon sequestration. The challenge
is to provide thermodynamic properties of the supercritical fluid mixture, along with the
individual aqueous solubility of each of the flue gas components. Molecular dynamics modeling
may be used to simulate these properties, as a supplement to the limited experimental data that is
available for these complex gas mixtures. Both the molecular dynamics modeling used to
determine the equation of state for these supercritical mixtures, and the modeling of the
subsurface injection of these mixtures are computationally intensive calculations that may be
greatly accelerated by code parallelization and execution on massively parallel supercomputers.

Modeling FutureGen-Scale Geologic CO, Sequestration

FutureGen power plants will require the efficient capture and secure geologic isolation of CO,
emissions. Defensible forecasting of long-term isolation performance demands advanced
reactive transport simulators that explicitly couple the interdependent multiphase flow,
geochemical mass transfer, and geomechanical deformation processes that control subsurface
CO, migration and trapping. In addition, field application of these simulators requires site
characterization and geostatistical methods to define initial and boundary conditions, myriad site-
independent data that underpin the coupled process models to facilitate dynamic system
evolution, and time-lapse monitoring data to permit iterative improvement of both site
characterization and dependent modeling efforts. Further, because the relevant basin-scale
systems are typically characterized by extreme permeability and compositional heterogeneity
(often requiring highly resolved domains); because CO, injection introduces sharp density and
chemical gradients across dynamic plume boundaries (severely limiting time-step magnitude);
and because isolation performance must be predicted for 100s-1000s of years, such applications
also demand advanced parallel architectures, numerical methods, and space-time discretization
schemes. Finally, the uncertainty bounds that characterize these highly complex simulations
must be quantified for risk assessment through sensitivity analyses that span the extensive matrix
of site-characterization and site-independent parameters that influence predictive results

COMPUTATIONAL SCIENCE CHALLENGES

Improved Computation of Coupled Multi-Scale Process Models For Carbon
Sequestration

Currently available numerical simulation packages do not couple all the needed compositional
flow, reactive transport, and geomechanics models. A few simulators have some of these
capabilities, such as the UT-Austin IPARS parallel multiphase geomechanical geochemistry
simulator and the SIMWULF compositional, geomechanical, thermal simulator. In 2004,

13
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Lawrence Berkeley National Laboratory coordinated a study to test and evaluate codes to model
geological sequestration, including various versions of the Lawrence Berkeley National
Laboratory TOUGH, the Pacific Northwest National Laboratory STOMP, the Los Alamos
National Laboratory FLOTRAN and FEHM, the Institut Francais du Petrole (IFP) SIMUSCOPP,
the University of Stuttgart MUFTE_UG, and the Computer Modeling Group (CMG) of Canada
GEM (Pruess et al. 2001; 2004). The study demonstrated substantial agreement between results
predicted from different simulations, but also areas with only fair agreement and some
significant discrepancies. Most disagreements could be traced to differences in fluid properties.
However, all but one of the test cases were for 1D homogeneous media (one heterogeneous 2D
test problem was included). While this study was extremely useful, it did not compare 3D
reservoirs with complex heterogeneity on different scales and an equation of state compositional
flow model along with geochemical and geomechanical effects and non-isothermal phenomena.
In summary, there appears to be no single simulator that incorporates and adequately models all
of the major physical and chemical processes induced by injection of CO, into potential disposal
reservoirs that is also coupled to a geophysical model. Moreover, most of the above simulators
do not include high fidelity algorithms that include error estimators for adaptivity.

Efficient Risk Assessment Techniques for Carbon Sequestration

Currently, PAs are performed by developing an overall system model that links multiple sub-
systems or components. In most cases the sub-systems are defined based on differences in the
fundamental physics that governs the performance of the sub-system. It is impossible to develop
a single process level numerical model that can couple physics which governs multiple, distinct
sub-systems. The approach typically used is to capture the behavior of the sub-systems through
simple analytical formulations or computationally efficient numerical models and link the
analytical sub-models into the overall system model. The behavior of the sub-systems is
characterized through laboratory experiments, field experiments/observations or detailed
numerical simulations. The scientific challenge is to develop approaches that effectively capture
the behavior at multiple spatial and temporal scales. For example, in geologic CO; sequestration
application there are multiple coupled processes taking place in the primary sequestration
reservoir. The coupled processes include hydrologic, geo-chemical and geo-mechanical
processes resulting from interaction of CO, with the reservoir fluids and rock. These processes
have different time scales, whereas hydrologic processes are relatively fast, geochemical
interactions are significantly slow. In addition, these processes are intrinsically coupled. In
defining long-term fate of CO; in a sequestration reservoir, it is necessary to take into account
these coupled processes (which can be done through detailed numerical simulations). The
challenge is to capture this coupled behavior effectively in a systems level model for the
reservoir, so that it can be used for performance assessment. The computational challenge is to
develop numerical algorithms that can describe the physics of the sub-system that care
computationally efficient so that PA modeling can be performed in a timely manner.

14
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Subsurface Science Collaboration

Most scientists conduct analysis and run models in several different software and hardware
environments, mentally coordinating the export and import of data from one environment to
another. Scientific and engineering workflows attempt to formalize this ad-hoc process so that
scientists can design, execute, and communicate procedures repeatedly and with minimal effort.
These workflows are a blend of scientific problem-solving, engineering design, and traditional
business workflow techniques. The workflow research for a collaboration infrastructure should
concentrate on components to enable Dynamic Data-Driven Application Systems (DDDAS) and
3D visualization.

In DDDAS, simulations and measurements form a symbiotic feedback control system. In carbon
sequestration the monitoring of the CO, plume forms a feedback loop with site characterization
and the modeling/simulation activities. Integrating enabling components into the scientific and
engineering workflow framework to support DDDAS is integral to the success of the carbon
sequestration program.

On the other hand, 3D visualization is on the critical path to scientific and engineering
understanding and discovery. Providing scientists and engineers with matching computational,
analysis and visualization power should be an essential element of a subsurface sciences
collaboration infrastructure and visualization is currently the weakest link. This work should
provide a significant step forward in integrating hardware-accelerated visualization into the
collaboration infrastructure.

Modeling the Sequestration of Supercritical Fluid Mixtures

Simulation of CO; injection into subsurface geologic formations is now done routinely (e.g., Xu
et al. 2005; Bacon et al. 2006), and the equation of state for the pure CO, system is fairly well
developed (Span and Wagner 1996). The multiphase flow simulators used to simulate
supercritical CO; injection (e.g., White and Oostrom 2006; Xu et al. 2006) into the subsurface
have typically been used to simulate a limited number of fluid components, with either a single
gas phase or a binary gas mixture (e.g., Oldenburg and Unger 2003). A multiphase flow model
is needed that incorporates an equation of state for gas mixtures, along with a means for tracking
changes in the composition of the gas mixture with time and space. An equation of state for
fluid mixtures is needed over a wide range of temperatures and pressures.

The principle species for this system, CO,, N, O, and Ar, are closed electronic shell non-
reactive molecules. This means that high accuracy can be obtained from a two-body potential
description of the system without polarization. There is probably enough data for the pure
systems to develop highly-accurate two-body like-like potentials. A site-site interaction
producing very high accuracy of many properties, including near critical phase coexistence has
already been reported for the most difficult species CO, (Zhang and Duan 2005). Preliminary
progress has been made for the pure N, and O, end members (Duan et al.). The unlike
interactions (e.g., CO2-N; two-body interactions) in these systems are more difficult. However,
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because of the lack of dipole in these systems, two body interaction calculated from high level
quantum chemistry methods (e.g., CCSD(T); Bartlett 2005) should provide sufficient accuracy.
Again, this is a good system to test the concept of developing a fully first principles
thermodynamic model of a useful system.

Given the potential models, the simulations for the flue gas system can proceed, once an efficient
implementation of the two-body potential for an MD code has been developed. However, given
that free energy and partial molar quantities are desired (requiring very large particle number
simulations) it would be a good idea to develop this code for a massively parallel environment.
Considerable progress in this direction has recently been reported (Bowers et al. 2006; Fitch et
al. 2006). For the prediction of phase equilibria, a Gibbs Ensemble (Panagiotopoulos 1987) or
similar method should be used. This means that problems with particle insertion and averaging
over a mixture composition will require many floating point operations, again suggesting that a
highly scalable code be developed (Duan et al. 2004). In principle this is manageable and
progress has been made for similar mixtures. These calculations suggest that even in the critical
region simulations (MC) can yield results with near experimental accuracy.

Modeling FutureGen-Scale Geologic CO, Sequestration

In terms of model development, a key challenge is to achieve computationally efficient and
robust explicit coupling of models that represent interdependent physical and chemical processes
operating over a wide range of space-time scales. A fundamental scientific challenge is to
determine the spatial dimensions—which may range from plume to basin scale depending on
reservoir permeability and lateral continuity—that are required to accurately represent injection-
triggered pressure perturbations, dependent evolution of the reservoir/cap-rock/well-bore stress
regime and strain response, and the ultimate fate of displaced formation waters. Within this
appropriately dimensioned domain, a second key challenge is to determine the spatial
granularity—which may be uniformly coarse or fine, telescoped from coarse to fine with
increasing plume proximity, heterogeneous fine and coarse to mimic known hydraulic and
compositional variations, or even dynamic (adaptive gridding techniques)—that is required to
provide sufficiently accurate simulation of CO, plume migration, sequestration partitioning
among distinct trapping mechanisms, and long-term isolation performance, which depends most
importantly on the evolution of cap-rock/well-bore seal integrity per concomitant geomechanical
deformation and geochemical alteration processes (Johnson et al., 2005). Further, spatial
granularity of the overall domain must be optimized in concert with temporal granularity of

(i.e., time stepping through) overall simulation time; e.g., appropriate dovetailing of space/time
granularities is particularly crucial in the context of accurately and efficiently representing the
migration of steep gradients in fluid-phase saturations and aqueous concentrations, which
characterize dynamic plume boundaries.
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OPPORTUNITIES AND RESEARCH NEEDS

Improved Computation of Coupled Multi-Scale Process Models For Carbon
Sequestration

We identify three main classes of challenges for accurate and efficient computational simulation
of underground carbon sequestration: 1) algorithms for multi-scale modeling of specific,
individual processes, 2) techniques for modeling the coupling of these specific processes, and

3) computational software infrastructure tools. The specific processes requiring multi-scale
modeling include data interpretation and scaling from site characterization, physics-preserving
model discretization, well models, accurate representation of natural geologic heterogeneity, and
adaptive gridding for error reduction. Because of the complexity and shear size of the problem,
carbon sequestration codes must run on the world’s largest supercomputers. This necessitates
research on improving massively parallel computation of coupled process models, including
operator splitting techniques involving both space and time, utilizing implicit, semi-implicit, and
explicit couplings and adaptive strategies, and error estimation and propagation of errors
between sub-domains and across process modules.

Efficient Risk Assessment Techniques for Carbon Sequestration

A priority direction is the development of numerical algorithms and computational techniques
that can be used to perform comprehensive, timely risk analysis of geological CO; sequestration
sites. These approaches will combine the development of novel methods of risk analysis, up-
scaling methods, model reduction approaches, efficient parameter sampling methods, efficient
algorithms for large-scale Monte-Carlo simulations (MCS) and application of petascale
computing. Developments associated with this research would be beneficial in defining the
research priorities related to overall geologic sequestration science based on data needs. In
addition, developments made during this research will be beneficial to subsurface computational
science and will be applicable to a number of practical areas such as risk analysis of contaminant
transport, and the optimization of petroleum reservoir performance.

Subsurface Science Collaboration

We propose that the site characterization, monitoring data, and the instruments themselves, be
integrated into the collaboration infrastructure forming virtual observatories, one for each
proposed site. These observatories will provide the first carbon sequestration measurement and
observation systems designed to both to answer significant scientific questions and to have the
multidisciplinary participation necessary to achieve credible subsurface forecasting and
prediction. As such, each will transform the way we conduct subsurface science by enabling the
integration of research, development and demonstration from modeling to observations to
measurements.

The repository would utilize a framework that would promote global access and preserve local
control. It will provide collaboration tools for tracking and reviewing the development of new
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and improved codes. The framework would also be capable of sustaining a wide and ever-
evolving variety of codes from the subsurface science community, in modular formats to provide
a platform for continual improvements.

Modeling the Sequestration of Supercritical Fluid Mixtures

Although a general equation of state for supercritical fluid mixtures has been developed (Duan et
al. 1996), it is not accurate at the lower temperatures generally encountered in geological carbon
sequestration. Furthermore, this equation of state must be expanded to include subcritical
temperatures and pressures, in order to perform simulations for risk analysis where the flue gas
may rise toward the surface. Simulation of the sequestration of multicomponent supercritical
fluid mixtures in the subsurface is a greater computational challenge than modeling pure CO,
sequestration, due to the more complex equation of state and the need to track relative amounts
of each fluid component. Improved scalability of compositional multiphase flow and/or coupled
reactive transport and multiphase flow models would be needed to meet this challenge.

Modeling FutureGen-Scale Geologic CO, Sequestration

The requisite coupling of diverse process models, the characteristic hydrologic/compositional
complexity and heterogeneity of basin-scale geologic systems, and the dependent extreme space-
time dimensions and granularities required for numerical simulation of long-term CO- isolation
performance demands advanced parallel architectures, numerical methods, and space-time
discretization schemes. Hence, large computing clusters are required and must be exploited
efficiently to carry out these applications; storage issues will be addressed by forming sub-
models on individual processors and allowing communication between them through boundary
conditions (e.g., Dickinson et al., 2006), while inter-compatibility of sub-models will be
achieved through iteration. Great challenges exist in designing such coupling algorithms and
load balancing as well as data scatter and gather among the myriad process models; all potential
couplings of scale and process should be explored. As a result, studies within this research will
help establish guidelines for the design, development, and implementation of robust and efficient
massively parallel reactive transport simulators.

CONCLUSION

The work recommended here regarding improved computation of coupled multi-scale process
models, modeling of supercritical fluid mixtures, and development of efficient risk assessment
techniques will enable more accurate predictions of CO2 sequestration potential of target
geologic formations, improved assessment of risks to public health, better management of the
injection process, and long-term modeling of the formation and assessment of human
intervention when necessary so as to maintain carbon sequestration over time.

The subsurface science collaboration infrastructure will expedite research and development by
avoiding duplication of effort and allowing scientists to “stand on each others’ shoulders.” It will
facilitate collaboration among the large numbers of disciplines and research groups necessary to
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attack the multiscale, multiphysics nature of CO2 sequestration, and it will accommodate new
and emerging high-performance computing environments.

Defensible, accurate forecasting of uncertainty-bound long-term CO, isolation performance will
be a required component of FutureGen power plants. Sophisticated predictive efforts of this
kind absolutely demand advanced reactive transport modeling capabilities. Studies within this
PRD will significantly improve and demonstrate such capabilities and, as a result, our ability to
identify optimal geologic targets for CO, storage, forecast their long-term isolation performance,
and optimize injection strategies and monitoring programs to achieve and verify such
performance.
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COUPLED PHENOMENA

CURRENT STATUS

Current mathematical and computational capabilities for modeling coupled phenomena are
inadequate for addressing future DOE subsurface science challenges. High-fidelity simulation of
subsurface processes must be built on a fundamental understanding of multifluid, multiphase,
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multicomponent flow and transport, biochemical and geochemical reactions, thermal and
geomechanical effects, all interacting within a highly heterogeneous porous media. Sensitivity to
physical processes and model parameters, and uncertainties in parameters, media properties and
the current state of the system, must be taken into account. Optimal decision making and risk
reduction will require the development of a comprehensive uncertainty/sensitivity analysis
framework, within which coupled process models will be executed hundreds to thousands of
times under different scenarios. The magnitude of this effort will tax even petascale
computational resources; for it to be feasible will require new modeling approaches and the
development of efficient and flexible high-fidelity simulators for coupled subsurface processes.

Unlike engineered systems, natural geologic formations are extremely complex. Material
properties display high variability and complex spatial correlation structures span a rich
hierarchy of length scales. In these subsurface systems, coupled subsurface processes involving
multiphase, multicomponent interactions exhibit a wide variety of behaviors over a large range
of spatial and temporal scales. It is not possible (or desirable) to include all these length and
time scales in mathematical models of coupled flow and reactive transport. The current practice
is to develop models based on the continuum scale where Darcy’s law applies and the
geometrical complexity of the pore space is averaged and replaced by empirically determined
effective parameters or constitutive relations. This is adequate for most single phase flow and
non-reactive transport. However, for complex, coupled, nonlinear processes (e.g., multiphase
flow, biogeochemical reactions, and geomechanics), the lack of rigorous frameworks for
upscaling undermines the reliability of predictive simulations used to inform decisions affecting
the environment and human health.

Current capabilities for data management (acquisition, transport, storage, calibration, analysis,
integration, and visualization) are inadequate for modeling and simulating complex, coupled,
multiscale subsurface processes. As the processes requiring understanding and prediction
become more complex, coupling of large-scale phenomena becomes more important and data
management requirements become more challenging. Since processor speeds are not increasing
significantly, coupled subsurface computations will need to use more processes and data
management tools that allow for effective use of many processors for coupled bio, geo, and
chemical processes. Adaptive decouplings within the code, to take advantage of weak physical
couplings, or domain decomposition techniques will require very flexible, modular data
management capabilities not currently available.

SUBSURFACE SCIENCE CHALLENGES

Challenges such as contaminant transport, CO, sequestration, and nontraditional energy
production demand effective coupled simulations. The integration of dispersed data sources and
the management of petascale datasets will enable coupled process simulation and the knowledge
required by decision makers.
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Environmental Management has many challenges in subsurface transport, coupled
biogeochemical processes, attenuation, stabilization, modes of release, risk assessment, and
regulatory compliance. All of these applications involve complex coupled phenomena, are
extremely data intensive, require advanced data management, and ultra scale computational
tools. Radioactive Waste challenges are siting, licensing, constructing and operating high-level
waste sites. Processes are infiltration of water, corrosion of materials, coupled hydro-thermo-
geo-chemical. Chemical transport in diverse media and long-term uncertainty in the data greatly
complicate the data management issues. Fossil Energy challenges include CO; sequestration, oil
shale and oil sands recovery, enhanced oil recovery, improved fossil energy utilization and
hydrogen production from fossil fuels.

Since coupled processes are present in each application domain of importance to subsurface
sciences, we must overcome the difficulties in treating enormous, disparate data structures that
require adaptive access to metadata and complex data retrieval capabilities. Coupling of
complex phenomena complicates uncertainty analysis and quantification by introducing
additional sources of uncertainty. We need novel methods for dealing with uncertainty in both
scale and process coupling. Since the massive coupling of large processes generates enormous,
dense matrices in simulation codes, the adaptive utilization of decoupled processes solution
schemes for mildly coupled processes must be developed. The development of efficient,
effective data management tools for large coupled processes will enable major advances in our
modeling and prediction of subsurface processes and will greatly assist in critical decision
processes in each aspect of the DOE.

COMPUTATIONAL SCIENCE CHALLENGES

The principal impact of this research on computational science will be the development of
scalable multiscale/multiphysics algorithms on petascale computers that use novel approaches to
load balancing, data communication across components, and dynamic, adaptive restructuring of
computational grids and algorithms in response to time evolution of complex systems. A critical
outcome of developing accurate and robust multiscale methods to simulate process coupling is
the ability to identify how detail may be sacrificed in exchange for accurately simulating
increasingly large systems.

OPPORTUNITIES AND RESEARCH NEEDS

This panel identified three Priority Research Directions.

Mathematical and Numerical Simulations of Multiscale Subsurface Process
Coupling

This priority research direction focuses on developing mathematical concepts, computational
algorithms and petascale software required to understand and quantitatively predict the nature of
coupled subsurface phenomena (hydraulic, thermal, geomechanical and biogeochemical) across
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a range of scales. These phenomena are dominated by complex heterogeneities, multiphase,
multicomponent flows and interacting, scale-dependent processes. Existing codes are unable to
simulate these phenomena with sufficient fidelity for decision-making in part because they do
not consistently account for multiscale interactions. The pressing issues facing DOE (e.g.,
remediation of mixed organic-radionuclide wastes, long-term radioactive waste isolation, impact
of underground nuclear tests on water and contaminant movement, geologic CO, sequestration,
methane hydrate extraction, oil shale development) require models that couple several processes
(e.g., flow, biogeochemistry, thermal, geomechanical). For these problems, addressing the
complexities of spatial coupling across scales calls for novel multiscale computational
frameworks and architectures that can consistently feed information across scales (both
upscaling and downscaling) to simulate coupled process dynamics efficiently.

Achieving efficient adaptivity in upscaling is a challenging task for multiphysics, multiscale
problems. Identifying coarse regions and corresponding upscaled models, as well as setting up an
adaptive coarse grid in the regions without apparent scale separation, is essential for accuracy
and robustness of coarse-scale models. Development of mathematical tools, such as error
indicators, to guide these coarsening strategies is an important issue that needs to be addressed.
Such a multiscale computational framework would require incorporating ideas from
computational upscaling/downscaling, mathematical upscaling/downscaling, and data
assimilation. It would require taking advantage of the strengths of each area in a consistent
manner with uncertainty determined in a quantifiable way. Implementation of such a multiscale
framework would require tremendous (petascale) computational resources.

Within a multiscale framework, it will be necessary to propagate uncertainty through process
dynamics across a range of scales to accurately quantify uncertainty in predictions of system
behavior and risk associated with non-compliance. The mathematical frameworks for
uncertainty propagation (e.g., Monte Carlo techniques, approximate covariance propagation
equations, or polynomial chaos theories) lead to computational problems that are vastly different
from their deterministic counterparts.

The challenging problem is to develop a rigorous methodology that can capture nonlocal effects
accurately for heterogeneous systems across multiple scales where a scale separation assumption
is inappropriate. For accurate upscaling, development of approaches and concepts that take into
account global effects and while remaining applicable to problems without scale separation is
essential. Addressing this challenging task for various subsurface problems is important for not
only upscaling, but also for efficient preconditioning techniques that rely on accurate
interpolation / downscaling techniques.

High Fidelity Petascale Simulation of Coupled Phenomena

There is a consensus within the subsurface community that solving key DOE application
problems requires the modeling of a broad range of coupled phenomena in a complex
heterogeneous subsurface. Coupling of non-isothermal, multiphase, multicomponent flow with
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geomechanics and biogeochemistry is required to adequately capture system behavior. The
diagram below connects several DOE subsurface science challenges with the primary, secondary
and emerging physical processes of interest to each application. Despite some general
understanding of the processes involved, we do not have a complete understanding of how to
describe and efficiently simulate these coupled phenomena. As a result, existing code
technologies generally rely on one of two strategies. The first strategy is to couple existing
legacy codes via external interfaces. The second approach is to couple all processes through
fully implicit temporal discretizations combined with extremely robust but low order spatial
discretizations to ensure numerical stability. These choices are made at the expense of high
fidelity, computational efficiency and the ability to effectively exploit new high-performance
parallel architectures. There is a priority need to develop next-generation multiphysics
subsurface simulation capabilities/methods that enable a significant increase in the fidelity of
subsurface modeling. Achieving this goal will require three basic elements. First, we must
develop novel coupling/decoupling strategies based on a detailed analysis of the interaction of
processes in subsurface flow. These new coupling/decoupling strategies must then be combined
with emerging discretization and gridding approaches to improve the accuracy of subsurface
modeling methodology without sacrificing robustness. Finally, these discretizations must be
integrated with modern solver technologies so that the computational models can effectively
exploit new petascale architectures.

Data Management for Coupled Phenomena

The goal for this research direction is to create integrated, petascale data management tools for
disparate types of multiscale data. Advances in computational infrastructure, with petaflop
computing and multiple petabyte online storage, are needed to support simulating coupled
processes on very large spatial and temporal scales. The architectures and software tools for
managing the requisite data and for choreographing the interactions between computation and
data, however, are not currently available.

Since the modeling of detailed, multiscale processes in complex subsurface systems leads to data
and computationally intense simulations, it is vital to create integrated petascale data
management tools that support data access and mining, geostatistical analyis, pre- and post-
processing, as well as visualization. Due to advances in computational infrastructure with
petascale computing and multiple petabyte online storage, simulating coupled subsurface fluid
flow processes on very large spatial and temporal scales is becoming attainable. The
architectures and software tools for managing the requisite data and for choreographing the
interactions between computation and data, however, are not currently available. The major
issues are:

e Input datasets are huge, come from diverse sources in multiple formats, and must be ingested
at various different (spatial and temporal) scales. Typically, input data are collected from
different collaborators located in various geographic locations and may derive from field
measurements, from lab measurements, or from the output of computational models.
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Furthermore, it may not be fully known at the outset what datasets will need to be ingested
(e.g., dynamically adaptive multiscale simulations).

e OQutput datasets are similarly large and formatted for use for multiple application objectives.
It is also very common that an open-ended number of other collaborators or systems use the
output data of one system.

e During the coupled computation, large amounts of data will be transferred among the various
computing elements engaged in the computation. Again, due to the need for dynamic multi-
scaling, the pattern and volumes of these transfers will not be know at the outset of the
computation.

e During the coupled computation, large checkpoint files will need to be written.

e Inaddition to existing input datasets, real-time data from intelligent sensors will be important
inputs to subsurface science computations. These intelligent sensors, when combined with
the Dynamic Data-Driven Application Systems (DDDAS) paradigm, make it possible to
modify the configuration of the intelligent sensors during the course of the computation.

e Itis particularly important for datasets used in subsurface science to be coordinated with
accurate GIS information while modeling coupled surface/subsurface systems.

This need for coupled computations to receive inputs from many different sources and to provide
outputs to many different applications strengthens the need for data and metadata format
standards. One current example, relevant to coupled computations for subsurface science, is the
current version of Hierarchical Data Format (HDF5). Metadata for specific kinds of data relevant
to subsurface science is needed; cf. the Open Geospatial Consortium (www.opengeospatial.org)
for a significant metadata initiative in a related field.

Given these distributed, large-scale, near real-time data sharing/collaboration requirements, a
common Data Collaboration Platform that can provide integrative support for data
management/sharing and for choreography among data assembly, computation, visualization,
and the steering of computations and instrument configuration, is urgently needed.

CONCLUSION

This is an opportune time to develop next-generation multiphysics subsurface simulators that are
flexible enough to take advantage of the known coupled physics/chemistry/biology and data at
appropriate scales and link them to provide high-fidelity predictions. We envisage the
development of robust computational upscaling and downscaling approaches that permit
consistent transfer of information across scales for coupled nonlinear processes and feedbacks.
Emerging petascale computing platforms and data management systems are essential
components for the development of these novel modeling capabilities.
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RESEARCH AT FUNDAMENTAL SCALES

CURRENT STATUS AND SUMMARY OF CHALLENGES

Providing safe and reliable energy while protecting the quality of critical groundwater supplies
requires significant improvements to uncertainty quantification in simulations of subsurface
flow. Meeting CO; sequestration MMV (measurement, monitoring and verification) demands as
well as needs for the characterization of relevant processes and properties at Department of
Energy (DOE) waste legacy sites requires the ability to model the temporal and spatial evolution
of fluids and corresponding transport pathways within heterogeneous geological systems. All
subsurface science models involve multiple poorly separated length and time scales and
complex, coupled physical phenomena. An understanding of the linkages between all of the
different temporal and spatial scales is thus critical. No matter how detailed the physics in a
reactive-transport model, if the critical underlying physical, chemical and biological data are
missing or unreliable, the accurate predictive capability of a model can be compromised. To
model processes at one scale requires that we understand the important variables at smaller
scales to insure that these variables are accurately represented at the larger scale. The coupling of
mathematical models between fundamental scales (atomistic, pore, laboratory, and field) plays a
defining role in understanding subsurface phenomena related to aquifer management, waste
clean-up and CO, sequestration. Laboratory and field scale measurements show that reactive
processes at the pore scale may have significant impact on long-range contaminant transport. For
example, failed predictions of uranium removal by ambient groundwater flow at the 300 Area of
Hanford are increasingly thought to be a consequence of slow leaching a sub-millimeter length
scales. Improvement in both the data and the conceptual models will lead to simulations that are
more scientifically defensible. Great care must be taken to minimize errors in the data used in
sophisticated environmental or chemical process models so that these errors do not accumulate,
propagate, and ultimately invalidate the macroscopic-scale models. Currently, direct numerical
simulation from fundamental scales to field scale is impossible. Thus, what are the critical
phenomena that are important at the individual scales and how does one use data from different
scales in coupled models? What are the critical scientific, mathematical and simulation
approaches to deal with the complex geological scales important to the DOE’s efforts in
subsurface modeling. The Panel on Research at Fundamental Scales dealt with these issues.

A summary of the fundamental spatial scales and appropriate computational approaches and
critical application scales is given in Table 1.

Table 1. Fundamental Spatial Scales and Computational Methods

Fundamental Scales Computational Approach

Molecular Schrédinger Equation

Molecular, nano Molecular Dynamics

Micron (colloidal particles, polymers) mesoscale modeling

Pore Discrete grains, continuum or discrete description of
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fluids, Smoothed Particle Hydrodynamics/Discrete
Particle Dynamics/ Lattice Boltzmann / Computational
Fluid Dynamics

Application Scales Critical Physical Phenomena

Mineral-water interface Adsorption, mineral growth/dissolution, redox
Pore network Linked pores and grains

Continuum (porous medium) Darcy flow, bulk concentration reactions
Aquifer/aquitard heterogeneous porous media

Geological basin features that control fluid flow and geochemistry —

fractures, stratigraphy

Many fundamental spatial scales are important for contaminant fate and transport modeling in
the subsurface ranging from the molecular to the nanoscale to the mesoscale polymer/colloidal),
and to the pore scale. There are also many time scales of importance ranging from the femto-
second time steps of molecular motions to the millions (and billions) of years of geological time
scales. These scales provide the basic parameters which serve as the basis of the physical models
important at even larger scales beginning with pore networks and fractures to the continuum
porous medium to the aquifer scale and then to the geological basin scale.

The computational approaches to deal with these scales and the coupling between scales led to
the development of a set of Proposed Research Directions as outlined in Table 2. These PRDs
began at the smallest scale, that of atoms and molecules and went up to the need to develop
experimental approaches and datasets to validate models as well as to provide critical data at
different scales. Although most of the scales are separated by spatial size, there was a specific
PRD on bridging time scales and the individual PRDs on spatial scales also dealt with different
time scaling issues.

Table 2. Proposed Research Directions — Fundamental Scales

Computational Model Development for Critical Processes at Fundamental Scales: Molecular and Nano

Pore Scale and Microscale Computational Polymer and Colloidal Science for Subsurface Applications

Modeling Processes at the Pore Scale

Efficient Bridging of Time Scales

Multiscale Analysis

Highly-Resolved Numerical Testbeds for Evaluation of Upscaled Models

Improved Media Parameterization and Reconstruction

Coupled Geophysical Imaging for Subsurface Fluid Identification and Process Characterization

We expect that advances in the application of computational approaches to subsurface science
and technology will benefit substantially from the efforts made by computational scientists
working on a very wide range of commercially and scientifically important applications. We
believe that it will be important for the computational subsurface science community to work
closely with this larger community. Advances will require teamwork between computational
chemists, biologists applied mathematicians and computer scientists.
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COMPUTATIONAL MODEL DEVELOPMENT FOR CRITICAL
PROCESSES AT FUNDAMENTAL SCALES: MOLECULAR AND NANO

Models of contaminant fate and transport in the subsurface are built on detailed knowledge of the
binding and reaction of contaminants on soil particles as well as transport and reaction in
groundwater. There is a critical need for improved data at the molecular and nanoscale for such
models in terms of both spatial length and time lengths from the femto-second to seconds and
larger. These scales are the most fundamental small scales in both space and time that are
relevant to subsurface modeling. These are the scales when coupled to thermodynamics provide
the basic equilibrium and Kinetic data necessary for all subsurface transport models. Improved
data at these fundamental small scales are needed for effective models at larger scales such as
colloid and pore scales, which then connect to higher levels at the pore network, fracture and
geological basin scales. Substantial advances are needed in electronic structure and molecular
dynamics approaches to provide reliable predictions of the thermodynamics and kinetics of
complex geochemical and biogeochemical systems. The availability of petaflop computer
architectures and the development of computational approaches and algorithms that take full
advantage of these architectures will allow us to make great strides in understanding the
molecular/nano-scale chemistry of complex subsurface systems and evaluating which data from
these scales must be incorporated into larger-scale models for accurate prediction of field-scale
processes.

Great progress has occurred over the last two decades in understanding the fundamental
chemical processes that govern contaminant fate and transport. This progress has occurred
through a combination of experimental advances driven by access to high-end measurement
capabilities and of computational chemistry advances made possible by the availability of more
advanced computer architectures. However, because of the complexity of the subsurface
environment, substantial advances in theory, algorithms, software, and access to high
performance computers are still needed for such progress at the small scales to continue.
Advances are required in electronic structure methods to deal with complex surfaces, to provide
accurate results for the thermodynamics of solutions interacting with mineral surfaces, and to
provide reliable predictions of kinetics in such complex systems. In addition, there are serious
issues with current dynamical simulation techniques in terms of the length of the possible
dynamical simulation, which will require substantial advances in theory and algorithms
especially for petaflop computing if we are to reliably simulate the dynamics of large nanoscale
systems for times beyond nanoseconds. Finally, there is a need to model biological processes
from the protein and cell membrane scale to the cell scale to the community level as all of these
can have substantial impacts on subsurface processes. The community scale is at the >mm scale.
Improving existing capabilities will have both immediate and long-term impacts.

28



Computational Needs for the Subsurface Sciences April 2007

Pore Scale and Microscale Computational Polymer and Colloidal Science for
Subsurface Applications

The prediction of the behavior of small particles and polymers in complex pore spaces and
fracture apertures is challenging because multiple physical processes acting on a wide range of
length scales must be taken into account. Computer simulations have been used for more than
half a century to develop a better understanding of polymers and colloids. During this time, rapid
increases in computing speed and memory capacity and speed have enabled steady progress from
simple models such as the self-avoiding random walk model for polymer molecules in a good
solvent to the realistic simulations of the folding of protein molecules in aqueous environments.
In the past, most simulations of polymers and colloids have focused on the discovery and testing
of scaling relationships, fractal dimensions, and other “universal” or generic characteristics and
behaviors. The models used for this purpose have usually been based on simple particle shapes
and interaction potentials — often selected to offset the effects of limited computing capability.
The simulation of protein folding is a notable exception, but a detailed molecular dynamics
simulation of protein folding, using the fastest computers available today, is possible only for
small, rapidly folding, proteins. In addition, most simulations have been carried out using only a
single computational method (Monte Carlo simulation, molecular dynamics, dissipative particle
dynamics or Brownian dynamics, for example). Such simulations take into account only a
limited subset of the physical processes that play an important role in most physical polymer and
colloidal systems. In addition, the application of particle-level and molecular simulations to the
behavior of polymers, colloids and nanoparticles in the subsurface has been quite limited.

A new generation of multiscale, multiphysics (and multi-algorithm) codes that perform well on
petascale computing systems are needed to raise computational polymer and colloid science for
subsurface applications to a new level. This new capability will allow system specific
simulations that include all relevant physical process to be applied to subsurface problems and
applications and will lead to a reduction in the number of experiments. The same approach will
also provide the information and insights needed to better predict the behavior of polymers and
particles in the subsurface, and eventually pore scale models will be coupled with continuum
scale models for a variety of applications including prediction of the fate and transport of toxic
particles formed in radioactive waste repositories, and the impact of synthetic or biologically
generated particles and polymers on oil recovery. As computing capability grows and improved
understanding and experience leads to better algorithms, the accuracy of system specific
simulations will increase and they will play an increasingly important role in the development of
polymers, colloids and nanoparticles for subsurface applications and in predicting the behavior
of anthropogenic and natural polymers and particles in the subsurface. After ten years, we expect
that fully coupled multiscale multiphysics methods will allow particle level simulations to inform
larger scale subsurface flow and transport models in a fully integrated manner.
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Modeling Processes at the Pore Scale

Pore scale modeling has been used for several decades to simulate single phase and multiphase
fluid flow in fractured and porous media, and recently these models have been coupled with
simple models for precipitation, dissolution, and the transport of dissolved substances. Methods
that have been developed to simulate multiphase fluid flow by the astrophysics, statistical
physics and computational fluid dynamics communities have been modified and applied to the
behavior of fluids in the subsurface. In addition, recent advances in lattice Boltzmann methods
have substantially expanded the range of potential applications to subsurface processes. Despite
these advances, we currently do not have algorithms that can be applied to the full range of fluids
and conditions that are important in subsurface systems. In particular, large viscosity, density and
compressibility ratios are a challenge for most methods. In addition, some promising methods
such a smoothed particle hydrodynamics and dissipative particle dynamics have been applied
only on quite small scales (a small number of pores or fractures). However, improved codes on
more capable computing systems are needed to simulate the behavior of reactive fluids with a
wide range of properties under the full range of conditions relevant to subsurface applications.
Petascale computing is needed to enable the application of these methods (and other methods
based on “first principles” approaches) to systems on the scale of those currently simulated using
more empirical and approximate pore network models. For the first time, this will enable the gap
between pore scale and continuum scale models to be closed using accurate methods based on
first principles (at least for those systems for which the concept of a representative elementary
volume (REV) is valid and the application of traditional continuum modeling approaches can be
justified). However many important applications will also require the development of better
single physics algorithms and new codes that couple all-important physical and chemical
processes on a wide range of length and time scales. In some cases, information from or coupling
with atomistic and mesoscale (between the atomistic scales and the scales on which fluids can be
represented by continuum fields) simulations will be required, while in other cases, pore scale
models will be based primarily on experimental information such as fluid viscosities and surface
tensions. For example, the coupling between fluid flow and fluid-fluid-solid contact line
dynamics depends on atomistic and mesoscale physics, and complex evolving sub pore scale
morphologies (and the associated changes in surface areas and reactivities) which can change
rapidly as geosystems are forced far from equilibrium must be taken into account in many
applications. Eventually, pore-scale models will be coupled with atomistic and/or continuum
scale models on computing systems with capabilities that substantially exceed those of current
systems. Although we expect that, with the right resources, critical advances can be made during
the next five-ten years, challenges requiring new ideas, new methods and new, much more
capable, computing systems will remain.

Efficient Bridging of Time Scales

The wide range of temporal scales in subsurface science, from the tenths of picosecond motions
of atoms in formation fluids and minerals to geological scales in million of years poses an even
larger computational challenge then does the large range of spatial scales described above. This
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is a major obstacle for accurate predictability from simulations in subsurface science is the wide
range of temporal scales. The development of innovative computational techniques for
incorporating phenomena on fundamental time and spatial scales into models that are relevant on
field scales is needed. Improvement of fast solvers on fundamental scales is necessary. The
fundamental algorithms of atomistic modeling need to be improved in order to provide accurate
solutions of the electronic Schrodinger equation based on new algorithms that will take full
advantage of modern computer architectures in order to use ab initio molecular dynamics on
realistic systems. New techniques are required for the prediction of the rare events that represent
abrupt qualitative changes in the system (e.g. chemical reactions). At atomistic scales, the goal is
to extend the time that can be accurately simulated. Rare event methodologies would also apply
to other relevant time scales. Coupled multi-scale methods are also important. Recent
developments have introduced new paradigms for on-the-fly coupling of, for example, atomistic
and continuum models in the same simulation. Subsurface simulation is an ideal environment to
develop these paradigms into concrete algorithms. One example is mapping of ab initio
(calculated from the electronic Schrddinger equation) interactions and dynamics to adaptive
effective potentials to be used in a larger time scale molecular dynamics simulation. Another
example is the use of pore scale network models to dynamically generate parameters for a Darcy
type simulation. The impact of massively parallel computing on simulation fidelity has been
fundamental. Parallelization by spatial domain decomposition is standard. Parallelization in the
time dimension is much harder. A few new technologies have been introduced. It will be
advantageous to adapt these parallel-in time algorithms to the modeling subsurface processes and
apply them, for example, to pore-scale flow simulations where friction and dissipation are
present. Success on these projects would make it possible to fully take advantage of future
generation computer architectures for the reliable simulation of essential subsurface processes.

Multiscale Analysis

Experimental and field scale measurements have demonstrated that reactive processes at the pore
scale may strongly affect long-range, even field-scale, contaminant transport. While modeling
efforts exist at specific fundamental scales, multiscale techniques that accurately capture the
influence of geochemical reactions over a range of strongly coupled, non-well separated scales is
in its infancy. Moreover, the required dynamic range of scales in both time and space is
sufficiently large that fully resolved reaction simulations are unattainable. Combining the
potential resolution and fidelity of direct numerical simulations made possible by petascale
computing with current experimental and modeling efforts will stimulate new computational and
theoretical advances in multiscale analysis. These advances will play a critical role in
conducting simulations with well-characterized uncertainty which, in turn, will drive responsible
policy decision and program development. Existing theories and computational tools have
limited capability to treat the extreme range of closely coupled time and length scales typically
present in reactive transport. New developments in multiscale analysis are required to
significantly reduce uncertainty in subsurface flow simulations. A priority research area is the
development of rigorous approaches for upscaling in the presence of many spatial and temporal
scales. Application of such approaches to models of reactive transport with high reaction rates is
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of critical importance. Progress in this direction will drive development in related areas: (a)
upscaling flow and non-reactive transport in disordered or random media; (b) downscaling of
coarse data used for site characterization; and (c) upscaling over time scales. The computational
component of this research is critical and depends on Petascale class computing to advance
numerical methods and mathematical models at specific scales, to facilitate bridging of
neighboring scales through direct high-resolution simulations, and to conduct large ensemble
studies. The synergy of these studies will provide the critically needed, high fidelity predictive
simulations, with well characterized uncertainty, that are necessary for predicting accurate flow
dynamics at the field scale.

Highly-Resolved Numerical Testbeds for Evaluation of Upscaled Models

All subsurface science models involve multiple poorly separated length and time scales and
complex, coupled physical phenomena. Direct numerical simulation from fundamental scales to
field scale is currently impossible. Analytic understanding of scaling is incomplete; upscaling
commonly requires simplifying assumptions that are often invalid, and downscaling commonly
leads to an ill-posed inverse problem. Research is needed to identify the minimum information
that must be transferred across scales to maintain model validity. Work is needed on developing
hybrid models based on local scale refinement and hierarchical models that maintain accuracy
across scales by means of scientifically and mathematically defensible upscaling techniques.
There is currently little or no basis on which to (1) determine appropriate sequences of scales for
models and 2) evaluate the impacts of information loss due to upscaling. We recommend
developing highly resolved, computationally demanding models of specific processes to serve as
testbeds, or set of benchmarks, for evaluating upscaling methods and upscaled models. These
numerical testbeds should represent the best current understanding of selected subsurface flow,
transport, and reaction processes at fundamental scales (e.g., pore-scale or smaller), combined
with state-of-the-art non-invasive characterization datasets. This testbed will require
tera/petascale computational resources because 1) the simulation of processes at the relevant
scales will be highly computationally intensive, and 2) the specific nature of each testbed will
allow customized code with minimal overhead to be designed for maximum scalability.
Advanced visualization, data mining, and data management tools should be utilized to maximize
the availability and usefulness of the numerical testbeds once the simulation process is
completed. The benchmark problems need to be validated using laboratory or field data.
Advanced algorithms, mathematics, and computational methods will be developed for solving
large problems and will provide a validation basis for application-level codes and models.

Improved Media Parameterization and Reconstruction

Critical geologic features, such as mechanical discontinuities, for any subsurface
reservoir/repository exhibit heterogeneity that spans multiple scales. Mechanical discontinuities
range in scale from a few microns (micro-cracks) to centimeters-meters (fractures, joints) to
kilometers (faults). They can occur singly or in sets producing heterogeneity from the pore scale
to the reservoir scale. This heterogeneity will vary temporally because of participation in the
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hydrogeologic, geochemical, biogeochemical and tectonic cycles, in addition to any human
activities/interference. The prediction of the effect of subsurface media heterogeneity on
physical phenomena at the decision level scale depends crucially on the parameterization of
heterogeneity. In addition, the long time interval simulation of configurations with varying media
structures needs the capability of creating samples of media with prescribed heterogeneity
parameters (the inverse problem). A priority research direction is the development and validation
of efficient media parameterizations that correctly capture the interaction between the various
subsurface physical processes at all the relevant scales as well as the development of algorithms
to solve the inverse problem. Such parameterizations must be amenable to uncertainty
quantification to address the pervasive risk assessment questions that appear in mission-directed
subsurface investigations. Statistical uncertainty quantification that has found its way into
subsurface modeling usually treats the computational model as a black box. New approaches
must bring uncertainty quantification into the model specification and result in computational
models that fully incorporate uncertainty propagation rather than compute it through replication
or approximately as an afterthought.

An essential component of this research direction is the experimental data-based validation of the
models and algorithms that will result from this research. Exciting opportunities result from the
fact at the core level (~10 cm) a wealth of experimental data can be generated which can be used
for the validation of the relationship between parameterizations, microstructure and subsurface
physical phenomena. This work will require substantial access to leadership class computational
resources to solve the stochastic optimization, uncertainty quantification, parameterization
selection, and design of experiments problems that arise in resolving the problem of media
parameterization and reconstruction for computational subsurface science.

Coupled Geophysical Imaging for Subsurface Fluid Identification and Process
Characterization

In order to obtain the necessary data for subsurface modeling, one must have the ability to obtain
cost effective, volumetric and near time information on the temporal and spatial evolution of
fluids and corresponding transport pathways within heterogeneous geological systems.
Traditional approaches to monitor and characterize such processes through point sampling
sensors in boreholes are expensive and fail to provide sufficient information. Traditional
methods to monitor the lateral and volumetric extent of sequestered CO, and subsurface
contamination and/or determine changes in the lithology, which control transport, involve the use
of instrumented wells. Data from such wells provides an insufficient characterization of relevant
subsurface processes and properties within heterogeneous geological media. While the
information from boreholes is of very high resolution at a very fine scale in the direction along
the borehole, it represents a very limited sampling of the subsurface in other spatial directions. In
addition, dense temporal sampling of boreholes for all but the simplest parameters is financially
infeasible. As the subsurface typically will have significant lateral and vertical variations in
geology and physical properties, major features that affect the storage of CO, and contaminant
migration and transport will often be completely missed by borehole sampling. In addition,
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processes will only be detected if they affect the value at the sampling point at the moment of
sampling. The only feasible approach to this problem is a comprehensive subsurface imaging
effort that effectively exploits both multi modal geophysical data (including seismic and
electromagnetic wavefield data and electrical field data) and confirmatory point measurement
data. Such a comprehensive subsurface imaging effort must provide for quantitative prediction of
subsurface processes, including fluid identification and transport pathways. It will require novel
computational and numerical tools in the development and enhancement of effective joint
imaging methodologies which can utilize temporally and spatially dense 3D and 4D (time lapse)
geophysical data (electrical, electromagnetic and seismic).

To resolve the data sampling problem, joint geophysical imaging technologies need to be
advanced and developed which can take advantage of the increasingly more common time lapse
geophysical datasets. Development of a coupled geophysical imaging capability will need to be
based on novel inverse methodologies as well as on detailed, physics based modeling which
links the micro and meso scale properties of the subsurface system and the processes occurring
in such systems to the macroscopically observed (change in) geophysical response. The novel
inverse methodologies will require faster methods for evaluating gradient, Jacobian or Hessian
operators within the chosen inversion/imaging framework as well as the effective use of
anticipated advancements in solvers, preconditioners and multi-grid and multi-level methods that
utilize Petaflop computing distributed architectures. In addition, coupled inversion will require
innovative measures to link different physical models and data (both geophysical and point data)
together in a way which honors method and geometry dependent differences in resolutions and
uncertainties as well as theoretical and field derived relationships between different physical
parameters. The imaging technologies and analysis should be able to provide high resolution
information on fluid processes and properties in heterogeneous geological media with sufficient
resolution and confidence for both regulatory and operational needs.

Such developments would lead to a significant breakthrough in our ability to image properties
and processes in the subsurface, make quantitative predictions on flow fields and saturation
levels, and obtain information on the properties that affect subsurface flow and transport at
unprecedented resolution. This development is conditional on 1) the availability of extensive and
high quality geophysical datasets over relevant field sites and well described test beds and 2) the
establishment of extensive interactions and collaborations between geophysicists and
computational scientists. This development will result in tools that can be coupled to advanced
pore and continuum scale models in other domain areas (e.g., reactive flow and transport models,
mechanical models, and models of biogeochemical processes). It will also lead to tools that
would give near real time, actionable information on subsurface processes in days instead of
months to years, and thus be useable for not only characterization and monitoring, but even for
feedback driven control.
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PRIORITY RESEARCH DIRECTIONS
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INTEGRATED MODELING, SITE CHARACTERIZATION,
ERROR ANALYSIS, AND MANAGEMENT OPTIMIZATION
FRAMEWORK

Jack Parker, Oak Ridge National Laboratory

ABSTRACT

Conceptual model formulation, site characterization, model calibration, uncertainty analysis, and
system monitoring are commonly undertaken serially with minimal ad hoc iteration. Without a
fully integrated approach to these tasks, global optimization of model formulation,
characterization and monitoring activities, and design and operation of engineered systems
cannot be achieved. As a result, excessive costs and/or risk may be incurred because models that
are more complex or more simple models than warranted may be adopted for the intended
purpose; data may be collected that does not substantially reduce decision uncertainty; truly
useful data may not be identified and collected; and/or engineered systems may be over- or
under-designed. The ability to efficiently and practically integrate conceptual model
formulation, site characterization, model calibration, uncertainty analysis, and system monitoring
for complex coupled subsurface systems is currently impeded by a lack of scalable, powerful
tools for integrated analyses. Because such integrated analyses will require a large number of
direct simulations, high-performance computing resources and advances in algorithms for direct
and inverse solutions, error propagation, and multi-objective design optimization schemes are
needed. This PRD proposes to undertake the development and implementation of protocols and
code-independent computational tools for global optimization of conceptual model formulation,
site characterization and monitoring activities, and engineering system design and operation
under conditions of uncertainty.

EXECUTIVE SUMMARY

The goal of this PRD is to develop an integrated framework for modeling subsurface systems
that enables global optimization of conceptual model formulation, site characterization and
monitoring activities, and design and operation of engineered systems in consideration of
prediction uncertainty. Applications of interest include soil and groundwater remediation,
nuclear and other waste disposal systems, CO, sequestration, and conventional and
unconventional hydrocarbon recovery. A stochastic optimization framework is proposed that
simultaneously optimizes engineered system design and operation variables, conceptual model
formulation, and/or site characterization/monitoring plans to minimize a multi-objective function
that may involve cost expectation (including penalty costs associated with failure to meet design
requirements), regulatory criteria, and/or other externalities. The integrated framework would
couple model calibration (inverse problem solution) using data that may involve “direct”
parameter measurements (e.g., hydraulic conductivity), indirect or “soft” data of various types
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(e.g., borehole data, penetration resistance, geophysical data, etc.) with a generalized error
analysis methodology (including measurement and up-scaling errors), with a multi-objective
stochastic optimization procedure. Implementation will involve adaptation and refinement of
existing codes, development and implementation of new methods, and integration in a manner
that provides maximum computational efficiency, robustness, maintainability, and adaptability.
The proposed effort would result in a major advancement in the ability to make reliable and cost-
effective decisions using subsurface models.

SUMMARY OF RESEARCH DIRECTION

This priority research direction is focused on development of an integrated framework,
computational tools and infrastructure for global optimization of conceptual model formulation,
site characterization and monitoring plans, and design and operation of engineered subsurface
systems with due consideration to prediction uncertainty. Specific applications may include
groundwater remediation problems, large-scale CO, sequestration projects, production of
unconventional hydrocarbon resources, etc. The approach addresses obstacles that currently
limit the utility of computer models to manage large-scale engineering projects cost-effectively,
by considering prediction uncertainty associated with field and laboratory data at various time
and space scales, model formulation, and calibration. A computational framework that couples
model calibration with a generalized error analysis methodology for performance predictions, in
conjunction with a stochastic optimization methodology should be implemented and tested to
identify system design parameters and conceptual model formulation to minimize a multi-
objective function that may involve cost expectation (including penalty costs associated with
failure to meet design requirements), regulatory criteria, and/or other externalities. The stochastic
utility function would consider prediction uncertainty resulting from uncertainty in conceptual
model formulation, measured and estimated model input, and the calibration process. The
inverse solution would use both “direct” parameter measurements (e.g., hydraulic conductivity,
reaction coefficients, etc.) and indirect or “soft” data (e.g., borehole measurements, penetration
resistance measurements, geophysical test results, etc.) to reduce estimation uncertainty.
Achieving this level of model integration will be a major advance in subsurface science.

Problem Overview

Uncertainty in model predictions may be attributed to two sources. First, models of complex
systems invoke certain implicit and/or explicit assumptions (e.g., homogeneous, isotropic, valid
parametric formulations, etc.). We refer to prediction error caused by deviations from these
assumptions as “intrinsic” model error. Intrinsic prediction errors will vary depending on the
magnitude of deviations from assumptions and on model sensitivity to these deviations.

Second, even in the absence of intrinsic error, “extrinsic” prediction errors arise from imperfect
knowledge of model input associated with 1) uncertainty in measurements used as direct model
input, 2) errors in estimates of model inputs derived from direct measurements at time and/or

space scales different from the model after up-scaling (or down-scaling) to the model scale, and
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3) uncertainty associated with propagation of uncertainty in estimated model parameters.
Calibration of larger scale models implicitly requires measurements of primary model variables
(e.g., concentrations, fluxes, etc.) averaged over larger spatial/temporal scales. However,
averaging scales for direct measurements are often at smaller (or occasionally larger) scales than
the model scale, resulting in uncertainty in model values at the assumed scale.

As model complexity increases (i.e., less restrictive assumptions, higher resolution), intrinsic
model uncertainty is expected to decrease. However, more parameters will generally be required
for model calibration. As data availability decreases (e.g., as financial resources become more
scarce), parameter uncertainty will increase, thus leading to greater extrinsic model uncertainty.
At some point of data scarcity, ill-posedness of the inverse problem will become so severe that
prediction uncertainty grows rapidly. Under such conditions, multiple parameter sets may yield
nearly indistinguishable calibration accuracy. However, predictions under conditions different
from those during calibration could produce sharply different results. It is likely that as model
complexity increases for a given level of data availability, prediction uncertainty will diminish
up to a point and, thereafter, will increase as increases in extrinsic error outstrip the rate of
decrease in intrinsic error. With increasing model complexity, prediction uncertainty is expected
to become more sensitive to data availability. As data availability increases, the level of model
complexity that minimizes prediction uncertainty is expected to shift towards greater optimal
complexity, and conversely, with less data, the optimal model will shift towards lower
complexity (Figure 1). This implies that for a given set of data available for calibration,
increasing model complexity will eventually be counterproductive.

Less Data

Optimum Model

Prediction Uncertainty

More Data

Model Complexity

Figure 1. Conceptual relationship between model complexity (time/space scale resolution), data
availability, and prediction uncertainty.

To maximize the utility of models for a given engineering application, it is critical to consider
interactions between conceptual model formulation, data availability, calibration technology, and
prediction uncertainty. Unfortunately, these relationships have been studied very little.
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Furthermore, progress will remain impeded until scalable computational tools are available that
enable coupling of multi-process subsurface models, inverse solutions, error propagation
methods, and multi-objective management optimization schemes. Because such analyses will
require a large number of direct model simulations, high-performance computing resources must
be used. Global optimization of model formulation, characterization and monitoring activities,
and design and operation of engineered systems cannot be achieved without the proposed fully
integrated modeling approach. Global optimization avoids overly complex or overly simple
models and over- or under-design of engineered systems, while ensuring optimal data collection
to meet project objectives.

A high-level view of a possible integrated modeling framework is illustrated in Figure 2. For
various specific applications, various components may be bypassed or iteration may be
undertaken globally or on or subsets of components. This research would focus on relevant
specific protocols, infrastructure, and component tools capable of addressing complex applied
subsurface problems in a practical, cost-effective manner.

Integrated Stochastic Optimization Flowchart
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|

Additional data collection contingent on global optimization
Figure 2. High-level flow chart for an integrated multi-tier stochastic optimization problem.

Conceptual Model Formulation

Conceptual model formulation is a crucial step in the modeling process. Ideally, conceptual
model complexity and data-collection efforts will be advanced in an iterative manner. At the
first iteration, a simplified conceptual model is used with initially available data to jointly assess
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the need for additional data and/or model refinement. As additional data is obtained, the benefit

of further data collection and/or model refinements can be evaluated. The process of conceptual

model formulation is assumed to be a manual process performed by the project team. That is, at

a given stage in the project, a limited number of potential model refinements would be specified

for analysis. However, the process of converting candidate conceptual models to numerical code
input can be laborious, and the development of improved tools to automate the process would be
very useful.

Inverse Problem Solution

Direct determination of all input parameters required in a complex, multi-process subsurface
model is generally not feasible. The estimation of unknown model parameters must therefore be
carried out by an inverse solution approach in which parameter values are determined that
minimize deviations between observed and predicted system behavior subject to constraints or
plausibility criteria, weighted to consider uncertainty in observations. Because many direct
measurements will not be at the same time/space scales as the model, up-scaling or down-scaling
may be necessary to avoid biases caused by scale disparities. Uncertainties associated with the
scaling process will need to be considered in addition to those resulting from measurement
uncertainty (see also PRDs by the Fundamental Scales panel on up-scaling/down-scaling).
Furthermore, “soft” data may often be available that exhibit indirect relationships with model
input or output that can improve the inverse solution. In addition, scale conversion issues, “soft”
data will also exhibit uncertainty associated with the constitutive relationship to model
parameters or output for which it serves as a surrogate. Inverse problem solutions must
accommodate the fact that objective function surfaces are commonly pitted with local minima.
Furthermore, a large number of direct simulations can be required to obtain a solution to the
inverse problem, especially for gradient-based methods with many unknown parameters.

A variety of gradient and non-gradient methods have been developed that exhibit various
advantages and drawbacks.

Estimation co-variances of inverted parameters may be computed from the Hessian matrix of the
inverse solution objective function. Effects of alternative plans for additional site
characterization or monitoring data collection on parameter co-variances may be estimated by
running the inverse solution with synthetic “data” generated from the direct model solution
without the added data.

Separate PRDs have been written that deal specifically with the development of robust, scalable
inverse solution algorithms and implementations that would meet the specific needs for
incorporation into the proposed integrated modeling protocol.

Error Analysis Problem

Following calibration, the model may be used to simulate future system performance for a
specific problem (e.g., to compute concentration at a compliance location over a defined period
for an assumed groundwater remediation plan). Model predictions will be uncertain to a degree
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that depends upon the magnitude of parameter uncertainty, the magnitude and sign of parameter
correlations, and the sensitivity of predictions to each uncertain parameter. Prediction
probability distributions computed assuming multi-normal or multi-lognormal parameter errors
will frequently lie outside the feasibility space for calibration data. This problem can be
overcome by calibration-constrained optimization or Markov Chain Monte Carlo methods.

PRDs have been written that deal with the development and implementation of error analysis
methods that would meet of the proposed integrated modeling protocol [see VV/Opt. Panel].

Multi-Objective Optimization

The purpose of the final component is to determine values of specified design and operations
parameters that optimize the performance of an engineered system; for example, configurations
and flow rates for wells to meet regulatory criteria with a given probability of success and/or at
minimum expected total cost. Various approaches may be used for the formulation of stochastic
design optimization problems. One approach involves the adoption of chance-constrained design
criteria (e.g., finding the lowest cost design that will maintain contaminant concentrations below
a certain value at a defined location with a specified level of confidence). The probability of
design criteria exceeding critical limits for a given set of design variables (e.g., well locations,
pumping rates, etc.) may be computed using various methods as described in the previous
section. An alternative approach is to seek the design that minimizes the expectation of total
cost, which includes penalty costs for not meeting design criteria (i.e., anticipated costs at a
future date to rectify the consequences of failure). The expected total cost may be viewed as a
probability-weighted average cost (for a given set of design variables) considering model
uncertainty plus the failure cost times the probability of failure.

Global optimization of an objective function with many parameters is a particularly difficult and
challenging problem. A PRD that focuses on the development and implementation of multi-
objective optimization methods applicable to complex subsurface problems is described by the
VV/Opt panel.

Component Integration

Integration of the foregoing components would provide a means of simultaneously optimizing
conceptual model formulation, characterization/monitoring plans, and engineering design
(Figure 2). In practice, the entire process may be iterated as incremental refinements in the
model formulation and data collection are performed until further efforts are not warranted on a
cost-benefit basis. Effects of undertaking additional site characterization studies, pilot tests,
monitoring procedures, etc., on model predictions and their uncertainty may be evaluated by
adding synthetic data at the proposed locations and/or times with appropriate measurements
and/or up-scaling uncertainty and rerunning the inverse problem, error analysis, and management
optimization problem to determine the impact on total cost (including the additional data
collection costs) and hence to quantify the net cost or benefit of alternative plans.
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Integration should be performed in a manner that provides flexibility to the user to execute
selected components and bypass others to suit specific needs. Input/output structures and
program control information should be implemented in a manner that is code independent, so the
infrastructure can be readily implemented with any direct problem solution.

SCIENTIFIC AND COMPUTATIONAL CHALLENGES

Computational methods for model calibration, uncertainty analysis, and management/design
design optimization are available. However, interactions among conceptual model formulation,
site characterization/monitoring plans, model calibration, and engineering design and
management are rarely given more than superficial consideration in subsurface science, and
global optimization spanning these activities has not been undertaken.

The integrated modeling protocol envisioned here may involve 10° or more direct solutions of
calibration or forward simulations. This would be a challenging computational effort, even with
efficient and highly parallel solution methods. Key challenges are identified below:

e Development of scalable calibration, error analysis and multi-objective optimization methods
that enable robust and efficient solution of a complex nested optimization problem

e Development of efficient, flexible and code-independent I/O and program control structures
to integrate code components

e Development of methods for up-scaling and down-scaling data for use in model calibration
and guantification of resulting calibration uncertainty

e Development of methods for evaluating effects of future data collection activities on model
calibration and prediction uncertainty.

POTENTIAL COMPUTATIONAL SCIENCE IMPACT

This project would develop new scalable algorithms that would be applicable to a wide variety of
engineering problems.

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES

This PRD would lead to a quantum advance in the ability to use multi-process subsurface models
to improve decision-making and minimize costs by simultaneously optimizing site
characterization plans, long-term monitoring, engineering design and operations, and model
formulation for complex subsurface problems.

TIME FRAME

Significant progress could be achieved in 3 to 5 years and full attainment of the objectives is
anticipated within 10 years.
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DATA UP-SCALING AND SOFT DATA ASSIMILATION

Tissa lllangasekare, Colorado School of Mines and Srikanta Mishra, INTERA

ABSTRACT

Models that simulate complex subsurface processes are used in decision-making and in
regulatory programs. Model calibration for reliable predictions for large systems over long time
horizons remains a major challenge. Key input parameters that are adjusted during calibration
are spatially variable and depend on the measurement scale. Various site characterization
techniques providing initial parameter estimates produce data types with different degrees of
reliability and uncertainty. Thus, a need exists for the development of practical methods to
account for disparity between scales at which parameters are measured and model inputs are
defined. New computational algorithms for parameter up-scaling and assimilation of different
data types are expected to produce significant advances in the calibration of subsurface flow and
transport models.

EXECUTIVE SUMMARY

Models used for decision-making, site management, remediation, and performance assessment
are based on computational algorithms selected to solve mathematical formulations of the
complex physical, geo-chemical and biological processes that govern the fate and transport of
hazardous chemicals and waste mixtures. To work, these algorithms require that the three-
dimensional physical domain be discretized into computational sub-domains. During simulation,
the algorithms use parameters defined for each of these computational sub-domains. These
parameters, which may vary spatially and/or temporally, characterize the fundamental processes
occurring in the soil and/or rock pores. The prediction accuracy and reliability of the simulation
model is primarily determined by how accurately these parameters are represented in the model.
Different characterization techniques are currently used to estimate these parameters at different
measurement scales. The specific data collection methods have their inherent degrees of
accuracy and uncertainty and, accordingly, are classified as “hard” or “soft” data. Model
calibration involves the determination of these parameters in the model’s computational
sub-domain scale. The primary goal of this PRD is to contribute towards the development and
validation of two types of algorithms for improving the calibration and application of large
field-scale models of subsurface systems. New algorithms are needed for 1) up-scaling of
parameters from measurement scale to the computational sub-domain scale and 2) systematic
assimilation of “hard” and “soft” data into the calibration process. The research needed to
develop these proposed algorithms first involves basic research into the development and
validation of methods for parameter up-scaling from measurement scale to the computational
scale and assimilation of the two data types. The demands placed on the data for proper
validation of these algorithms precludes the use of sparse spatially distributed data that is
generally available at field sites. Hence, prior to the implementation of the algorithms at field
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sites, the data need to be validated using experimental results generated in test systems that allow
for the collection of more accurate spatially distributed and temporally varying data.

SUMMARY OF RESEARCH DIRECTION

The priority research direction presented in this PRD focuses on development, validation, and
application of new algorithms for up-scaling parameters determined at different measurement
scales to the discretized sub-domain scale of the model and use of different data types with
varying degrees of reliability and uncertainty. The goal is to improve the calibration process for
models that are used in decision-making and regulatory programs. In general, these models
should have the capability to simulate complex subsurface processes that occur at DOE-managed
sites contaminated with hazardous chemicals and waste mixtures. Data needed for proper
validation of these algorithms are not generally available at field sites. Hence, prior to the
implementation of the algorithms at field sites, validation using experimental data generated in
pilot-scale test systems is needed.

Methods and Algorithms for Parameter Up-Scaling

The subsurface models used to address problems at DOE sites need to have the capability to
capture a variety of physical, chemical, and bio-chemical processes. These processes include

1) single phase flow that defines how water flows in saturated zones of aquifers, 2) multi-phase
flow that describes water flow in the unsaturated zone and behavior of chemicals that are in the
form of non-aqueous phase liquids (NAPLS) in both unsaturated and saturated media,

3) transport of dissolved contaminants, 4) reactive processes (e.g., sorption, etc.), 5) decay
processes (e.g., biological and radioactive), and 6) colloidal transport. The physical systems that
are of interest include subsurface formations with varying types and geologic and hydro-geologic
complexity (e.g., sedimentary, fractured media, aquifers in interaction with surface systems,
single continuum, dual porosity, dual permeability, preferential flow paths, large-scale
discontinuities such as faults, etc.). The basic processes that control fate and transport occur at
the pore scale. However, it is not practical to observe and characterize these processes at these
scales. The observations are generally made at much large scales either in the field or in the
laboratory using soil samples extracted from the field. These observations are used then to
estimate effective parameters that characterize the process at the scale of measurement. The
geologic heterogeneity that is manifested at all scales makes these parameters variable in space.
Measurements taken at a limited number of spatial locations are not adequate to determine the
input parameters of the model that need to be defined for the discretized computational sub-
domain of the model. This step of the PRD addresses the development of up-scaling algorithms
to account for disparity between the scale at which a physical variable is measured and the scale
at which a model is parameterized.
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Algorithms for Soft Data Assimilation

Two primary approaches are used in model calibration. The commonly used “trial-and-error”
approach is an exercise in the adjustment of system properties until a reasonable “match” is
obtained between model predictions and field observations. A sensitivity analysis is performed
to gage uncertainty once the “best” estimate of model parameters is determined through
calibration. However, the uncertainty associated with such estimates is rarely quantified.
Furthermore, trial and error procedures become impractical or infeasible in problems involving
the application of complex codes (e.g., unstructured and adaptive meshes) for multi-physics
problems (e.g., flow, transport, thermal, reactions, etc.). The second approach to calibration,
referred to as “inverse modeling,” is a formal attempt to automate the model calibration process
using optimization and regression methods. Data collected during site characterization are
classified into “hard” and “soft” data types in the groundwater modeling literature. Poeter and
McKenna (1995) refer to “hard data” as data with negligible uncertainty and “soft data” are
information with non-negligible uncertainty, such as indirect measurements gathered in
geophysical surveys and expert opinion regarding geologic fabric or structure. The ad hoc
nature of trial-and-error calibration allows for the use of both “hard” and “soft” data during
model calibration. On the other hand, “inverse modeling” algorithms such PEST (Doherty
2000), UCODE (Poeter and Hill 1998) and the PEST package in MODFLOW-2000 (Hill et al.
2000), use “hard” data. The goal of this task is to develop algorithms to use both “hard” and
“soft” data in a systematic way during model calibration.

Validation of Methods and Algorithms

The development of computational algorithms discussed earlier needs to be followed by a
validation phase before application to field problems. These algorithms address issues related to
accuracy and uncertainty of input data and the corresponding uncertainty and reliability of model
predictions. Hence, proper validation requires a demonstration of the versatility of the
algorithms to handle a variety of problems involving subsurface processes in geologic and
hydro-geologic settings and demonstrating that the methods help in reducing the prediction
uncertainty and error. Primary consideration to be given to achieve the goals of task is the
availability of accurate data on both system properties and observations. The uncertainty and
precision of these data have to be accurately known. Data obtained from typical field sites or
even at highly characterized sites are not adequate to gain a good understanding of the state of
data uncertainty and accuracy. Adequate control does not exist to conduct field tests to make
observations at all necessary points in the aquifer. Hence, the only viable way to obtain data for
validation is through controlled pilot-scale experiments in intermediate-scale test tanks or
pilot-scale field experiments at well characterized research sites (e.g., Borden, MADE) or at sites
that need to be developed and managed by DOE.
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SCIENTIFIC AND COMPUTATIONAL CHALLENGES

Numerical models that simulate the fate and transport of chemicals in the subsurface are widely
accepted as tools for decision-making and in regulatory programs. The modeling and simulation
community has made great strides in the last 10 years in simplifying and automating the
construction and execution of numerical models to support decision makers. The remaining
bottlenecks in model application are model calibration and the assignment of uncertainty to
model results. As stated by Hill (1998), “...in model calibration, various parts of the model,
including the value of model input values, are changed so that the measured values (often called
observations) are matched by equivalent simulated values, and, hopefully, the resulting model
accurately represents important aspects of the actual system.” In modeling aquifers, parameters
such as hydraulic conductivity, effective porosity and dispersivity are spatially distributed. In
some cases, parameters also may exhibit temporal variability (e.g., mass transfer coefficients,
decay coefficients, etc.). In these cases, the number of parameter values can be infinite;
however, numerical models that discretize the problem domain require parameter values at a
finite number of calculation points (i.e., cells, nodes, or elements) as inputs. In problems
involving large physical systems, the number of observations generally are limited and,
therefore, are able to support the estimation of relatively few model input values. Before a
simulation model may be applied at a site, the model parameters must be tailored to that site
through a calibration process. Regulatory agencies now require that the model results be
accompanied by detailed risk assessments that require the assignment of certainty to the answers.

Before the implementation of an up-scaling methodology in computational algorithms,
fundamental questions about whether and how these parameters are related at different scales
must be answered. Any additional tests needed to gather information at larger scales to up-scale
the parameters would have to be determined. If the existing characterization methods are found
to be inadequate, new methods have to be developed. As measurements are made from limited
observations, uncertainty is inherent in the data. In addition to this measurement uncertainty,
the-up-scaling process itself will introduce uncertainty to model parameters, resulting in
model-prediction uncertainty. Research is needed to quantify these uncertainties and strategies
for minimizing them through optimization of data collection (e.g., locations, amounts, and
frequency). Another challenging up-scaling issue that needs attention involves determining
when variables, such as observations of head made in wells and concentration data collected at
monitoring wells (which are point observations), have to be up-scaled to the model sub-domain
scale for calibration. Existing methods used to up-scale these point observations are empirical
and lack scientific rigor.

Hard data for aquifer characterization is obtained through traditional pump tests and tracer tests.
The dependence of accurate flow and transport simulation on the inclusion of heterogeneity in
soil properties is well established through both theoretical analysis and numerical modeling.
However, field sampling is always too sparse to support detailed characterization of subsurface
materials. On the other hand, indirect measurements based on geophysical surveys and expert
opinion regarding geologic fabric or structure (i.e., soft data) help constrain and refine model
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parameters at the scale where simulations are conducted (e.g., the plume or regional scales).

The proposed algorithms should be designed to conduct this assimilation of the two data types in
a more systematic way. In more complex modeling problems involving complex processes such
as multi-phase flow, constitutive models for relative permeability, capillary pressure, etc., cannot
be determined for the modeling scale using hard data. This suggests the need for improved
constitutive models between typical soft data sources and corresponding model parameters. As
part of the development of algorithms for data assimilation, methods also need to be developed
to quantify uncertainty in model parameters resulting from the incorporation of “soft” data.

The implementation of algorithms for field applications poses many computational challenges
because of the dimensionality of the problem (three-dimensional space and time), the complex
processes that have be simulated, and the large amount of data that have to be used. All
algorithms will require computationally intensive numerical strategies. Incorporation of
stochastically based approaches (e.g., geo-statistical methods to define heterogeneities) to the
algorithms and site characterization will require new strategies. With the advances made in data
collection and monitoring based on wireless sensor networking through which system behavior
could be monitored dynamically, additional computational challenges will arise to use joint
inversion methods for dynamic model calibration.

POTENTIAL COMPUTATIONAL SCIENCE IMPACT

When the proposed algorithms are fully developed and functional, they are expected to

make major advances in the way subsurface fate and transport models are calibrated. The
computational science community has been quite successful in developing innovative numerical
algorithms to solve the governing partial differential equations some of which are highly
non-linear because of complex constitutive relations. With the phenomenal advances made in
computer technologies that allow fast computing, higher precision in computational accuracy has
been achieved with the use of finer grid resolution and smaller computational time steps.
However, these improvements mean less when uncertainties in the data used to develop the
model lead to questions about the accuracy of the models to predict long-term behavior. It is our
expectation that a new paradigm in model calibration will result from this research. This new
paradigm will allow computational scientists to focus on development of not only computa-
tionally accurate models, but also models that are reliable in their predictions. Prediction
algorithms with seamless transition from calibration to prediction may be developed. This will
require innovation as algorithms for data assimilation, up-scaling, inversion, and forward
simulation individually may be computing intensive when dealing with large physical systems
that require long-term predictions (e.g., performance assessment at sites with radioactive waste).
Effective coupling for practical problem solutions requires innovation.

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES

This research will lead to better approaches for site characterization and model calibration at all
scales. Many advances have been made in understanding the basic science issues associated
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with how chemicals interact in the soil-water environment. From a modeling point of view, the
practical goal of this research is to characterize these processes and parameterize them to be used
as model inputs. With all the advances made in model development, the time has come for
researchers working at these smaller scales (i.e., the core and laboratory scales) to appreciate and
understand the value of information generated at their test scales and how they are used in
models. The up-scaling methods that are researched will allow the researchers to develop better
characterization methods that will add value in a significant way to make better model
predictions.

Another field where advances can be made in subsurface science as a result of this research is in
the area of shallow surface geophysics. The algorithms for data assimilation will use
characterization data generated using geophysical techniques. Potential new research areas will
develop where geophysical characterization methods could be developed specifically for data
assimilation with the goal of model calibration.

TIME FRAME

The research tasks on development of algorithms and validation need to be conducted
concurrently. As the foundations for the research are very well established in relevant basic
sciences, computational science, and engineering, the goals as stated could be accomplished in
3to 4 years. The development of the experimental test systems, building on existing systems,
will take 2 to 3 years.
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CYBER-INFRASTRUCTURE FOR SUBSURFACE MODELING

Roelof Versteeg, Idaho National Laboratory

ABSTRACT

The currently existing cyber-infrastructure for subsurface modeling is inadequate to support and
allow for effective development, validation, and use of novel multi-physics and multi-scale
codes. To be successful, such codes will need to 1) efficiently integrate solvers, codes, and code
components developed by diverse groups; 2) take advantage of current and future computational
infrastructures; and 3) allow for rigorous, auditable testing and validation against diverse
datasets. An effective cyber-infrastructure for subsurface modeling will need to both use and
integrate insights developed in cyber-infrastructure design by other agencies and scientific
discipline, and allow for the effective addressing of challenges unique to subsurface science.

EXECUTIVE SUMMARY

Novel multi-physics and multi-scale codes are needed to adequately model complex coupled
processes in the subsurface. While the exact design, components, and implementation of these
codes is unknown, in order for these codes to meet their objectives they will need to:

e Couple and integrate diverse code elements developed by different groups

e Integrate massive amounts of diverse data from diverse sources (including dynamic sensor
networks)

e Take advantage of future developments and enhancements in computational infrastructure.

In addition, such codes will need to pass rigorous, auditable verification and validation tests both
in the development and implementation phases.

A priority research direction is the development and implementation of a rigorous and powerful
cyber-infrastructure for subsurface modeling. The development of this cyber-infrastructure will
build on existing U.S. (NSF 2006) and international efforts focused on development of standards
and tools for scientific workflows, sensor web-services (OGC 2006), self validating models,
service discovery, distributed computing, and code adaptivity, while at the same time
accommaodating the unique aspects and attributes associated with the subsurface modeling
problem.

This cyber-infrastructure will provide a presently unavailable but critically needed framework
for the efficient development, testing, and field deployment of novel multi-physics and multi-
scale codes. This ability will permit the effective use of novel codes for long term monitoring,
management and optimization of CO, sequestration sites, and the cost-effective mitigation of
subsurface contaminants.
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SUMMARY OF RESEARCH DIRECTION

This PRD is focused on designing and implementing the cyber-infrastructure required to support
and allow for effective development, validation, and use of novel multi-physics and multi-scale
codes for subsurface modeling. Specifically, such a cyber-infrastructure should provide for and
integrate the following elements

e Common code libraries, tools, and models

e Well-described, publicly accessible synthetic, laboratory, and field datasets that can be used
for code testing and validation

e Standards for subsurface data and model description, similar to these developed by the Open
Geospatial Consortium (OGC)

e A structure allowing for transparent, reproducible, and auditable code execution

e Enabling technologies such as web-based visualization and well-defined authorization and
authentication systems that will allow for security in a distributed environment.

Common code libraries, tools and models

The ability to accurately and efficiently model subsurface phenomena will increasingly require
the coupling of diverse numerical codes such as geophysical imaging codes, reactive transport
codes, and codes describing physical phenomena at scales ranging from pore to macroscopic.
Because of the range of expertise required to develop such codes, it is likely that these codes will
be developed by geographically separated organizations. At the same time, many of these codes
will require common components (such as function optimizers; automatic adjoint calculators;
fast, sparse matrix inverters). Thus, a cyber-infrastructure that provides both for repositories for
parts of such codes, as well as tools allowing the efficient coupling of such codes through a range
of different structures, will be a necessity. The cyber-infrastructure PRD should provide for a
framework for code coupling and for the development of necessary middleware (such as high-
level standards for code functionality description)

Well described, publicly accessible synthetic, laboratory and field datasets which
can be used for code testing and validation

As codes attempting to accurately model subsurface phenomena become increasingly complex, it
will be necessary to thoroughly test and validate such codes at many levels. For simple models,
one can do this by comparing model output to analytical solutions; however, for models that
attempt to model the effect of chemical reactions at the pore scale level on macroscopic
geophysical signatures, there are no analytical solutions. Thus, an essential part of a cyber-
infrastructure is a set of extremely well-described, publicly accessible synthetic, laboratory, and
field datasets which can be used for code testing and validation. An analog to this can be found
in the seismic oil industry for which several of these datasets have been created and extensively
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used over the years. Such a series of datasets (the specifics of which should be designed in a
discussion between modelers and experimentalists) is an essential part of a cyber-infrastructure.

Standards for subsurface data and model description

One of the complicating factors in subsurface modeling is the complete lack of standards for
model and data description. This effectively makes comparison of code performance between
similar codes (e.g., reactive transport models) extremely complex. While it can be done (at large
costs) for a single case, it is not feasible to routinely compare model performance on diverse
cases. While some codes have intrinsically different abilities, this can to a large part be
alleviated through the definition and acceptance of a suite of standards on subsurface data and
model description. This could include the acceptance or participation in the development of
XML schemas as developed by the OGC. It could also include the implementation of modeling
codes or components of such codes as web services.

A structure allowing for transparent, reproducible and auditable code execution

The validation of the performance of reactive transport models has recently become a major
issue at several sites for which DOE scientists have performed modeling efforts. To a large
extent, the problems associated with this validation result not from the actual results of the code
(or the underlying science), but from the ability to provide an audit trail associated with the code
or, alternatively, the challenge of performing reproducible research. Current approaches are
antiquated and inefficient. What is needed is a structure that allows for transparent,
reproducible, and auditable code execution, and eventually (at a larger scale) reproducible
research (Schwab et al. 2000). This poses many interesting computational challenges such as the
development of temporal databases and achieving reproducibility, including reproducibility with
distributed code components (which could be potentially done through scientific workflow
languages).

Enabling technologies

In addition to the cyber-infrastructure described above, this PRD should consider the need to
integrate a host of enabling technologies, including web-based visualization technologies and
well-defined authorization and authentication systems allowing for security in a distributed
environment. Some of these technologies are being developed by either other U.S. government
agencies (e.g., the NASA WorldWinds product, which is developed with DOE support) or
private industry. Other technologies specific to DOE subsurface modeling needs may need to be
actively developed by DOE. Such technologies might include the development of subsurface
sensors that can be accessed by numerical models through web-service calls in now-casting or
forecasting applications.
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT

The cyber-infrastructure developed under this PRD will allow the computational science
community to successfully develop and test their new models.

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES

Meeting this PRD is a prerequisite to successful subsurface modeling efforts. If this PRD is met
with usable codes, then the subsurface sciences community will be able to successfully and
confidently use the advanced and novel models developed over the next several years.

TIME FRAME

The challenges described here will need several years to meet. It will take code developers at
least 4 years to bring their code into compliance with standards and to effectively use public data
for code validation. However, many aspects of this PRD can be achieved in 1 to 2 years.
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PREDICTION-BASED INVERSE MODEL CALIBRATION

Characterization and Calibration Panel, Lead author: Al Aziz Eddebbarh, John Doherty; Scott
James, Los Alamos National Laboratory;

ABSTRACT

Models that simulate complex subsurface processes are used in decision-making and in
regulatory programs. Calibration of large systems models developed to yield reliable predictions
over long time remains a major challenge. Traditional model calibration is conducted ensuring
that all important processes are incorporated while parameters important to the model and its
predictions may be ignored through lumping. As a result, pertinent data important to prediction
may not be identified and collected. In addition, uncertainty analysis can help assess the
uncertainty in numerical model outputs that arises from the modeling approximation of the real
world and lack of precision in model structures, parameters, boundary conditions, and data
manipulation. Thus, a need exists for the development and implementation of computational
tools for global optimization during calibration, and uncertainty assessment. Because such
optimization and uncertainty analyses require a large number of direct simulations, high-
performance computing resources and advances in algorithms for direct and inverse solutions,
error propagation, and multi-objective design optimization schemes are needed. The process will
provide a model with a set of parameters that allows it to make predictions with minimized
potential error and the ability to quantify the extent of this potential error.

EXECUTIVE SUMMARY

The goal of this PRD is to develop a model optimization methodology that focuses not only on
important processes but also on the parameters most important to model predictions with
minimized potential error and to quantify the magnitude of this potential error. Applications of
interest include soil and groundwater remediation, nuclear and other waste disposal systems, CO,
sequestration, and unconventional hydrocarbon recovery.

SUMMARY OF RESEARCH DIRECTION

This PRD is focused on developing optimization tools for model calibration that provide optimal
parameter values yielding predictions with minimized potential error and the ability to quantify
the extent of this potential error. The optimization tools, coupled with generalized error
prediction analysis methodologies for performance predictions, will help extract maximum
information from existing data. Specific relevant applications may include but are not limited to
groundwater development and remediation problems; the proposed geologic repository at Yucca
Mountain, Nevada; CO, sequestration projects; production of unconventional hydrocarbon
resources; etc.
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PROBLEM OVERVIEW

Models are calibrated so that they make better predictions than if they were not calibrated.
Unfortunately, calibrated model predictions can still be wrong. Furthermore, it is now being
fully understood that a calibrated model can make even worse predictions than it did before
calibration. With traditional approaches to model calibration, there is no way to determine 1) if a
calibrated model’s predictions are better than those before calibration; 2) if the predictions are
determined to be better, how much better; and 3) if their predictions are determined to be wrong,
then how wrong. Traditional approaches to calibration are not able to ensure that calibrated
models minimize “potential predictive wrongness” while quantifying the remaining uncertainty
in the potential predictive wrongness.

The traditional approach to model calibration follows the tenet of the “principle of parsimony”
espoused in many modeling texts and guidelines. First, the dimensionality of the calibration
problem is reduced to facilitate a tractable model (i.e., fewer parameters are used to ensure their
unique estimability) given the dataset available for calibration. The parameter values are then
estimated through implicitly or explicitly maximizing some goodness-of-fit criterion. When the
fit is judged “sufficient” (usually through minimization of an objective function), the model is
deemed “calibrated” and, therefore, suitable for making predictions—predictions that may lay
the groundwork for performance assessment calculations. If automatic parameter estimation
software is used in the calibration process, some estimates of parameter uncertainty are available.
Estimates of the uncertainty of key model predictions can then be made based on the predictions’
dependence on the estimated parameters and their uncertainties.

This PRD is proposed to resolve situations in which the traditional approach to model calibration
and predictive error analysis based on the parsimony principle is not effective or accurate.
Instead, better ways to calibrate a model and to explore predictions errors based on the theory of
mathematical regularization are proposed. Some of these theories have being used by many
other branches of science in which the analysis of costly and important data demands that
maximum information be extracted (e.g., medical imaging). For example, a kidney is not
defined prior to processing the data contained within a medical image; instead, the location of the
kidney “emerges” as a natural part of the data interpretation process. The same process should
be used in subsurface model interpretation. This PRD asserts that there is no alternative but for
the groundwater industry to cross the same threshold that has been crossed in other industries,
and adopt application of regularized inversion as a methodology for model calibration and
uncertainty analysis.

Traditional Model Calibration. A model’s complexity is commensurate with the predictions it
makes. No processes salient to those predictions will be omitted if the integrity of those
predictions would be eroded by their omission. The same thing could be said about parameters.
No parameter salient to model prediction should be dropped or lumped into other parameters.
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Clearly, ignoring system heterogeneity is a forgone conclusion even if during model calibration
it may be justified on the basis that parameters pertaining to this heterogeneity cannot be
estimated. Unfortunately, it is not equally justifiable that heterogeneity be ignored when the
model is used to make a prediction. If a prediction is sensitive to actual system heterogeneity—
heterogeneity that, of necessity, “falls between the cracks” of the calibration—then that
prediction may be seriously in error, despite the fact that the model may be “well calibrated”
(i.e., a good fit between model outputs and field observations was obtained on the basis of a
parameter simple enough to allow unique estimation of parameters, but which possesses just
enough complexity to obtain this good fit).

If a model is to be “calibrated,” then its parameterization must be simplified so that the “inverse
problem” (calibration) of assigning values to model parameters on the basis of an (often limited)
calibration dataset has a unique solution. Traditionally, such simplification is undertaken prior to
model calibration through adoption of a simplified parameter scheme (e.g., an effective
permeability applied to an entire geologic unit). However, other approaches to calibration are
needed so that simplifications undertaken during the calibration process itself are far less
subjective. Nevertheless, the fact remains that pursuit of the “calibrated model” requires
sufficient parameterization simplification to yield a (simplification-dependent) unique set of
estimated parameters. Because it is impossible to infer parameterization detail to the same level
that hydraulic property detail really exists, the cost of obtaining a calibrated model is therefore a
parameter field that must be locally in error, even if it is roughly correct in an average sense.

Parameter error leads to predictive error. Furthermore, to the extent that a prediction depends on
hydraulic property heterogeneity that “falls between the cracks” of the calibration process, the
potential magnitude of its error grows. In general, predictions different from those comprising
the calibration dataset (e.g., hydraulic head calibration, specific discharge data and predictions)
are more likely to be in error because they may depend on hydraulic properties that were fixed or
grossly averaged over the model domain because of a paucity of information on these properties
within the calibration dataset. Unfortunately, this introduces a contradiction because the reason
for employing a complex physically based model in the first place is because predictions of just
these types (different from the dataset) need to be made (otherwise the prediction would simply
be directly measured at the site).

Regularization. “Regularization” is a word that mathematicians use to describe the parameter
simplification process necessary to achieve a unique solution to an inverse problem (such as
model calibration). In general, with fewer available data, more regularization must be
undertaken (and hence a greater degree of parameter simplification). Regularization can be
implemented using manual parsimonizing methods such as zonal definitions. Parameter
parsimony can also be implemented mathematically such that it is optimized to the calibration
dataset and, hence, extracts maximum information as possible from that dataset.

The difference between the regularized inversion method and the traditional approaches is that
the former are designed for the estimation of many parameters (possibly numbering in the
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hundreds or even thousands) rather than just a few. Thus, we introduce to the model domain a
parameterization density that is commensurate with whatever hydro-geological or process
complexity that it is necessary for model prediction accuracy. It should be noted that this does
not eliminate parameter error and hence model predictive error because parameter simplification
in one form or another is an unavoidable precursor to model calibration. However, it does
provide the ability to quantify potential parameter and predictive error. Parameter complexity is
not sustainable in a model because of inherent limitations in the calibration dataset; therefore,
this complexity can be readily reintroduced where predictive “wiggle room” is tested as part of a
predictive error analysis procedure.

Parameters whose values are estimated through regularized inversion can be defined on the basis
of a large number of small zones of piecewise constancy. This can be accomplished through
devices such as pilot points, through local or global basis functions, through combinations of
these, or using other methodologies. The point is that if potential variability of hydraulic
properties over a certain area is relevant to a prediction, such variability should be recognized in
the model’s parameterization (and thus included in the calibration and subsequent predictive
error analysis). Inclusion in the calibration process ensures that maximum information is
extracted from a calibration dataset; inclusion in the predictive error analysis ensures that the
level of potential error associated with important model predictions is quantified. To the extent
that simplification is required to achieve a unigue solution to the inverse problem, mathematical
regularization ensures that the calibration dataset is used optimally. Essentially, this produces
“smoothed” or “blurred” parameter fields that are no “smoother” and no more “blurred” than
necessary. To the extent that a prediction depends on hydraulic property detail that cannot be
represented in these smoothed fields, the effect of smoothing on potential predictive error is
quantified. Meanwhile, agonizing decisions such as how to supplement, reduce, or adjust an
often artificial rectilinear zonation scheme do not need to be made, thus making calibration a far
less subjective process.

Some may complain that the use of so many parameters may lead to “over-fitting” to a
calibration dataset, pointing out that a close fit between model outputs and historical
measurements can indeed be obtained when many parameters are estimated, but that predictive
error may be consequently increased. This is easily avoided because regularized inversion
allows the modeler to vary the extent to which improved model-to-measurement fit is traded
against the potential for model predictive error. Because the potential for such error can now be
quantified, it can also be minimized once the level of measurement noise and the level of
geological heterogeneity are estimated.

Two broad approaches to regularized inversion have been applied to subsurface model
calibration: 1) the “Tikhonov” methodology and 2) the “subspace” methodology. Each has its
advantages and disadvantages; however, certain hybrid schemes are able to combine the
strengths of both of these without compromising computational efficiency. Complex models
with long run times can be assigned thousands of parameters while their calibration can be
achieved within a number of model runs less than twice the number of parameters actually used
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in the model. Linear and nonlinear predictive error analysis can then be undertaken with similar
computational efficiency.

Tikhnov Regularization. The Tikhonov regularization is implemented by re-formulating the
inverse problem of model calibration as a constrained minimization problem. First, a “preferred
condition” is defined for all parameters used in the model. This can comprise preferred values
for these parameters or preferred relationships between them (e.g., estimated or measured
hydraulic property homogeneity). A set of parameter values is sought that achieves a certain
(user-specified) level of model-to-measurement fit; this level of fit is set in accord with expected
levels of measurement noise. Uniqueness is achieved by finding values for parameters that
achieve this fit with minimal departure from the preferred parameter condition. If preferred,
parameter conditions are sensibly defined on the basis of site characterization studies, a realistic
set of parameters is thereby achieved.

Subspace Method. The use of subspace methods recognizes the fact that most calibration
datasets are best equipped to provide unique estimates of combinations of parameters and not
individual parameters. Mathematical tools (e.g., singular value decomposition) determine what
these combinations are and how many such combinations are estimable while inestimable
parameter combinations retain their original values. By working with parameter combinations
rather than individual parameters (e.g., combinations that are orthogonal in parameter space), the
dimensionality of the “calibration solution space” (i.e., the number of parameter combinations
that are actually estimated) can be optimized in accord with the level of measurement noise.
That is, these combinations are assembled to provide optimal “receptacles” for the information
content of the calibration dataset. If initial parameter estimates provided to the inversion process
are based upon site characterization studies, then the fact that parameter combinations
comprising the inestimable “calibration null space” (which is orthogonal to the calibration
solution space) remain unchanged during calibration ensures reasonable parameter values in the
calibrated model. The optimal dimensionality of the calibration solution and null spaces depends
on the level of model-to-measurement fit desired, which should be set in accordance with
measurement noise.

Combined Method. This scheme combines the strengths of both of these methods and reduces
the number of effective parameters through pre-definition of estimable parameter combinations
(using singular value decomposition or some related methodology), and through maintenance of
these combinations through the calibration process as “super parameters.” The number of
effective parameters is reduced to one comprising the optimal dimensionality of the calibration
solution space. The number of model runs required per calibration iteration is, thereby, reduced
to the number of super parameters employed in the inversion process, as derivatives are
computed with respect to these super parameters rather than with respect to individual model
parameters. The model run efficiency of the calibration process may be increased enormously.

Regardless of the regularization method used, the advantages of developing many parameters to
characterize hydraulic property complexity and heterogeneity over a model domain, rather than
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just a few parameters, are considerable. The parameter estimation process is free to be
maximally responsive to the calibration dataset, introducing heterogeneity to estimated spatial
parameter fields where the data suggest that such heterogeneity exists, or producing smooth or
uniform parameter fields where there are no data to suggest otherwise. Thus, heterogeneity
exists within the calibrated model “where it has to exist” because regularized inversion will
introduce heterogeneity only where it is stipulated by the data. However, because model
representation of heterogeneity may be considerably smoothed compared to what actually exists,
parameter and predictive error may still abound.

Predictive error quantification. Because hydraulic properties in any real-world system are much
more complex and heterogeneous than the calibrated model parameter fields that represent them,
model parameters cannot help but be locally in error. So, too, will be many model predictions,
particularly those that depend on hydraulic property detail. Thus, an unavoidable consequence
of building and calibrating a model is the introduction of parameter and predictive error with
most of this error arising from differences between model and real-world property fields. These
differences represent the hydraulic property detail that “slips between the cracks” of the
calibration process.

Where the number of parameters used in a model is commensurate with potential hydraulic
property complexity, predictive error can be quantified. Through site characterization studies, or
simply through geological insight, information will always be available on the range of hydraulic
properties that may exist within a study site or region, and on the degree of spatial correlation
that these properties may show. Sometimes this information may be encapsulated in
geostatistical descriptors such as a variogram. Regardless, reasonable estimates of hydraulic
property variability can always be made; after all, a geologist will quickly identify aspects of
model parameterization that seem unbelievable. These ideas can be approximately encapsulated
in a spatial covariance matrix of hydraulic properties, which provides both a brief statistical
summary of the innate variably of hydraulic properties in a study area and the likely continuity of
these properties. Often such a matrix can be built easily for most sites. Its approximate nature
does not matter because approximation infers uncertainty. High uncertainty infers potentially
high hydraulic property variance, which is justifiably translated into potentially high levels of
model predictive uncertainty if hydraulic property details are inestimable through the calibration
process and predictions of interest are sensitive to them. Using basic matrix manipulation
methods, such a probabilistic description of the “heterogeneity that may exist” within the
subsurface, when compared with the “heterogeneity which must exist” as represented by the
calibrated model parameter field, allows a probabilistic description of model predictive error to
be developed, based on the difference between the two.

Subspace regularization methods provide particularly useful insights into the sources of model
predictive error. Certain combinations of parameters are estimable through the calibration
process; however, these estimates are contaminated by measurement noise in the calibration
dataset. This is one source of potential predictive error. The other source of error arises from
inestimable parameter combinations comprising the calibration null space. Thus, to the extent
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that a prediction depends on the null space (orthogonal) combinations of parameters, its potential
error is in no way decreased during the calibration process. The potential wrongness of model
predictions that depends on these parameter combinations is thus a function of the innate
variability of system hydraulic properties described by the user-supplied covariance matrix.
Total predictive error could be computed by combining this term (null space error) with the
measurement noise term.

Monte Carlo Analysis. “Calibration-constrained Monte Carlo” analysis could be implemented as
another adjunct to regularized inversion. Information forthcoming from the regularized
inversion process facilitates generation of stochastic parameter fields that minimally affect the
calibrated status of a model. By adding these parameter variations to the calibrated parameter
field (using pre-calculated sensitivities to eliminate the need for extra model runs and by
correcting for model-to-measurement misfit incurred by model nonlinearity through minor
adjustment of parameter combinations comprising the calibration solution space), a suite of
parameter fields that calibrate the model while encompassing the innate complexity of hydraulic
property reality could be generated. Model predictions made with all fields span the variance of
that prediction.

Advantage of this Research. This PRD outlines advantages that could be achieved by using
regularized inversion for calibration based on using a small number of parameters in accordance
with the “principle of parsimony.” In fact, all calibration requires parameter simplification and
parsimony. However, where regularization is undertaken by mathematical means, such
simplification is optimally tuned to the calibration dataset, thus extracting maximum information
from that dataset. This results in a calibrated parameter fields that are indeed a simplified or
smoothed version of reality, but are no simpler and no smoother than necessary. Furthermore,
the difference between the heterogeneity that must exist to explain the data, and that which may
exist in accordance with geological considerations, is explicitly accommodated in a predictive
error analysis process during the regularized calibration process.

Model parameterization could be a far simpler matter, based on the tenet that “...if it may affect
the prediction, then include it as a parameter” (the same rule that applies to processes simulated
by the model). Good fits between model outputs and field data can be achieved on the basis of
aesthetically pleasing and geologically reasonable parameter fields, unencumbered by
artificialities (such as geologically unsupported rectilinear zones arbitrarily emplaced at
locations) contrived to lead to a better fit between model outputs and field measurements.
Overall, a modeler will be satisfied that data have been treated with respect, and endowed with a
worth equal to its cost because maximum information is extracted from it to make predictions
whose potential wrongness is minimized.
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POTENTIAL COMPUTATIONAL SCIENCE IMPACT

By incorporating all pertinent processes and parameters into model calibration, the proposed
research will take advantage of the phenomenal advances made in the computer technologies
with fast computing, higher precision in computational accuracy, and the use of finer grid
resolution and smaller computational time steps. However, all these improvements are useless if
model predictions are wrong and prediction accuracy and uncertainty cannot be assessed based
on uncertainties in the data used in developing the model. It is our expectation that a new
standard in model calibration will result from this research, allowing the development of not only
computationally accurate models but also models that are reliable in their predictions. This will
complement research in algorithms for data assimilation and up-scaling of parameters and
integration of characterization plans, long term monitoring.

POTENTIAL IMPACT ON THE SUBSURFACE SCIENCES

This research will help lead to better approaches for model calibration and model prediction error
assessment. This approach will build on the many advances in subsurface and computational
sciences, and the parallel efforts to characterize and parameterize processes to be used as model
input. This will advance subsurface models ability to improve decision-making and minimize
costs by extracting maximum information from site characterization data.

TIME FRAME

Significant progress could be achieved in 1 to 2 years and full attainment of the objectives is
anticipated within 5 years.
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ABSTRACT

Estimating uncertain parameters in subsurface simulation models from sparse surface and
subsurface measurements is an extremely challenging inverse problem. This PRD describes
challenges and identifies opportunities for the development of efficient inverse algorithms that
can scale to the next generation of petascale computing systems. There is an urgent need to
create inverse algorithms that are as efficient and scalable as the corresponding algorithms for
forward simulations. Since the structure of inverse operators is usually very different from those
of forward operators, entirely new classes of scalable numerical algorithms are needed.

EXECUTIVE SUMMARY

This PRD addresses the challenges of developing scalable parallel algorithms for estimating
uncertain parameters in subsurface simulation models from sparse surface and subsurface
measurements. There is an urgent need to create inverse algorithms that are as efficient and
scalable as the corresponding algorithms for forward simulations. Because the structure of
inverse operators is usually very different from those of forward operators, entirely new classes
of scalable numerical algorithms are needed.

Large-scale, simulation-based inverse problems are significantly more difficult to solve than the
corresponding forward problem for the following reasons:

e The inverse problem is usually ill-posed, even when the forward problem is well-posed.

e When the forward problem is an evolution equation in space, the inverse problem is a
boundary-value problem in space-time.

¢ New infinite-dimensional operators that are not present in the forward problem appear in the
inverse problem, and these require operator-specific regularization, iterative solvers,
preconditioning, globalization, inexactness, and parallel implementation.
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e There is often a need to not only estimate the most likely parameters from among families of
parameters consistent with the observations, but to also characterize the uncertainties in their
estimates.

This PRD identifies new directions for research in scalable parallel numerical algorithms for
inverse problems that will elevate inverse algorithms to a level of scalability and efficiency on
par with associated forward solvers. These inverse algorithms must respect the infinite-
dimensional character of the underlying inverse operators, make use of Hessian information,
capitalize on adjoint information, exploit multi-level ideas, and parallelize in a fine-grained
manner.

SUMMARY OF RESEARCH DIRECTION

This priority research direction addresses the challenges of developing scalable parallel
algorithms for estimating uncertain parameters in subsurface simulation models from sparse
surface and subsurface measurements. The need to solve such inverse problems to calibrate
model parameters and estimate current system state has been identified in other PRDs, whereas
this PRD describes challenges and identifies opportunities for the development of efficient
inverse algorithms that can scale to the next generation of petascale computing systems. This
PRD is motivated by the urgent need to extend to the inverse setting the successes engendered
over the past decade by scalable parallel algorithms for forward (also known as direct)
simulations. Because the structure of inverse operators is usually very different from those of
forward operators (e.g., forward operators are often differential, while inverse operators are
compact), entirely new classes of scalable numerical algorithms are needed.

While inverse problems in subsurface modeling are characterized by a wide range of inversion
parameters (e.g., flow and transport constitutive parameters, initial conditions, boundary
conditions, reaction and other model coefficients, source terms, geometry and topography, etc.)
and simulation equations (e.g., describing multiphase reacting flow, transport, geo-mechanics,
and geophysics), they share a common mathematical structure, which is an optimization problem
with an objective function that represents the data misfit between observations and predictions,
constraints in the form of large-scale simulation equations (typically discretized partial
differential equations [PDEs] and partial differential differential equations [ODEs]), and
inequality constraints on the parameter bounds.

For the following reasons, large-scale, simulation-based inverse problems are significantly more
difficult to solve than the corresponding forward problem:

e An inverse solution typically requires numerous forward solutions and, thus, can be
intractable when the solution takes weeks on multi-thousand processor systems.

e The inverse problem is usually ill-posed, even when the forward problem is well-posed.
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e When the forward problem is an evolution equation in space, the inverse problem is a
boundary-value problem in space-time. Thus, inverse operators are usually non-causal and
non-local, despite the local and causal nature of forward operators.

e New infinite-dimensional operators appear in the inverse problem that are not present in the
forward problem—adjoints, Hessians, and Karush-Kuhn-Tucker (KKT) operators—and these
require operator-specific regularization, iterative solvers, preconditioning, globalization,
inexactness, and parallel implementation, which are new frontiers for research in numerical
algorithms.

e Non-uniqueness in inverse problems is manifested via families of possible parameter values
that are consistent with the observations. There is often a need to not only estimate the most
likely parameters from among the families (via regularization or prior model criteria) but also
to characterize the uncertainties in their estimates, which stem from uncertainties in the
observations, the models, and the priors.

Generic optimization or nonlinear least squares software packages are incapable of exploiting the
structure of the embedded forward or inverse operators or their underlying infinite-dimensional
nature and, thus, are inadequate for problems with large numbers of inversion parameters. As
the underlying forward simulations embrace the multi-teraflops era and move toward the
petascale, the chasm between the capabilities of available inversion algorithms and software, and
the needs of scientific codes, grows even wider.

SCIENTIFIC AND COMPUTATIONAL CHALLENGES

In this section, we describe challenges and opportunities for the development of new scalable
inverse algorithms. These new algorithms must respond to the following difficulties that
characterize subsurface inverse problems:

e The forward simulations embedded within inversion are typically characterized by complex,
nonlinear, multi-scale, multi-rate, multi-physics, and biogeochemical processes that require
terascale and ultimately petascale computing resources.

e The inversion variables often stem from infinite-dimensional spaces (i.e., they represent
initial conditions, boundary conditions, heterogeneous material properties, distributed
sources, or geometry).

¢ Infinite-dimensional inequality bound constraints are required in the problem formulation
(such as positivity constraints on heterogeneous parameter fields).

To address these issues, next-generation inverse algorithms are expected to:

e Respect the infinite-dimensional character of the underlying operators, because petascale
inverse problems in subsurface modeling involve PDEs, and because algorithms that respect
the infinite-dimensional structure of the PDEs can often exploit mesh independence to find
solutions in a small number of iterations, even when the dimension of the parameter space is
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of the order of millions—problems that are impossible for off-the-shelf, algebraic-oriented
optimization packages.

e Make use of Hessian information, because derivative-free methods are unable to scale
beyond a small number of inversion parameters, and because gradient-only methods
(e.g., steepest descent, nonlinear conjugate gradients, quasi-Newton) also do not usually scale
well with increasing problem size.

e Be adjoint-based, because adjoint methods (either hand coded or automatically
differentiated) offer the only hope for computing derivatives (and Hessians actions) for
high-dimensional parameter spaces.

e Be multilevel in nature, because of the great successes of multi-level and multi-grid methods
for forward simulations and their promise for inverse problems. However, multi-level
methods must take on a very different form for inverse problems because of the differing
character of forward and inverse operators, and require careful analysis and development to
be effective for inversion.

e Parallelize in a fine-grained manner, because of the high-dimensional state and parameter
spaces that result after discretization. Parallelism must be exploited at the “grid point” level,
following the lead of large-scale forward simulation codes. Additional opportunities exist for
coarse-grained parallelism, such as for direct sensitivities (across inversion parameters),
adjoint computations associated with active set methods (across active constraints), and
multiple source inverse problems (across each instance of the forward problem), but these
must build on a finer-grain parallelism to permit scalability to large numbers of processors.

Below, we identify several areas in which excellent opportunities exist to develop scalable
inverse algorithms with the above properties, and outline some of the inherent challenges.

Multilevel Solvers for Inverse Problems

The principal difficulty in designing fast solvers for inverse problems is related to the linearized
operators associated with the first-order optimality conditions (also known as the KKT
conditions): the KKT matrix and the reduced Hessian (the Schur-complement of the inversion
variables in the KKT matrix). These two operators are typically available only through their
action on a vector (i.e., as matrix-vector multiplications). The discretized KKT matrix inherits
the sparsity pattern of the forward problem and is of dimension of the (space-time) state, adjoint,
and inversion variables. For petascale applications, this dimension can number in the billion to
trillion range for stationary and time-dependent problems, respectively; thus, forming this matrix
is nearly impossible. The situation is worse if the reduced Hessian is formed. It is a dense
matrix of dimension of “only” the inversion variables, but it is dense and requires as many
forward simulations just to construct it—which is intractable even for moderately-sized
problems. Therefore, solving KKT or reduced Hessian systems requires Krylov methods, with
matrix-free implementations, and possible linearized forward and adjoint solves at each iteration.
Clearly, reducing the number of iterations by effective preconditioning is paramount. Multigrid
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and domain-decomposition (DD) methods have proven to be extremely powerful in solving
forward problems. Given the fact that the optimality conditions for subsurface inverse problems
form sets of PDEs (perhaps coupled to ODES), it is only natural to pursue solution algorithms
inspired by successful PDE solvers. Such multilevel methods, however, are difficult to design
properly. To achieve optimal algorithmic complexity and parallel scalability, these methods will
require extensive analysis and careful implementation. Several new directions must be pursued
in parallel:

Domain decomposition methods for the KKT system are inspired by their success for forward
operators (e.g., they undergird several of the most powerful preconditioners within PETSc).
They facilitate parallelization of the overall inversion algorithm, not only at the forward
solver level but also at the optimization level. Moreover, it has been observed numerically
that some KKT DD preconditioners are insensitive to the choice of regularization parameter,
which makes them attractive for inverse problems. The extension of DD techniques used for
the forward solver to the adjoint PDEs arising in the particular inverse context requires
careful analysis of all components, such as transmission conditions for the adjoint DD
method. Another way in which DD methods can be exploited is through parallelism across
the time dimension. As mentioned above, even when the forward problems are evolutionary,
the KKT systems are boundary value problems because of coupling with a backward-in-time,
terminal-value adjoint problem and the regularization operator. Therefore, unlike the
forward problem, the structure of the first order KKT conditions suggests that creating
concurrency in the time dimension will be beneficial, if not essential. Even if such methods
are not the most flop-efficient, this approach might still be preferable because of the overall
wall-clock gains when additional processors are available.

Multigrid for reduced space methods. A Krylov solve with the reduced Hessian requires a
forward/adjoint pair of solves for each matrix-vector multiplication, and thus scalable
preconditioners to speed up the convergence are absolutely essential. For many problems
that are infinite-dimensional in both the state and inversion variables, the Hessian has a
“compact plus differential” form; it can be scaled by a preconditioner for the differential part
to yield mesh independent convergence. However, the constant can be very large,
particularly for highly nonlinear inverse problems. Multigrid offers the hope of greatly
reducing the constant, thereby breaking the intractability bottleneck. However, standard
multigrid schemes, which have been very successful for solution of PDEs, are not directly
applicable to reduced Hessian operators. The main difficulty is that the continuous reduced
Hessian is a strongly smoothing, compact, and nonlocal operator (hence its discrete version is
a dense matrix). Its eigenvector—eigenvalue correspondence is reversed from the usual case
of an elliptic differential operator, with large eigenvalues associated with smooth
eigenvectors, and small eigenvalues associated with oscillatory eigenvectors (hence the
presence of noise in the unregularized inverse solution). Therefore, typical stationary or
Krylov multigrid smoothers are completely inappropriate for the reduced Hessian; in addition
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to being expensive to apply, they act as roughers becasus the large eigenvalue components,
which correspond to smooth eigenvectors, are typically resolved first, leaving oscillatory
components in the error. The challenge then is to construct proper smoothers for the reduced
Hessian.

e Multigrid for full-space methods. Designing scalable multi-grid solvers for KKT systems is a
challenge. Indefiniteness of the linearized KKT operator is one reason; finding efficient
smoothers is another. Indeed, designing pre-conditioners and linear solvers for saddle point
systems is an active research topic. For time-dependent problems, the structure of the KKT
system becomes even more complicated. Algebraic multi-grid is often not an option because
access to an assembled matrix if often not possible, especially for evolutionary PDE
constraints. The difficulty, as mentioned above, is that the KKT operator corresponds to a
boundary-value problem with the forward and adjoint fields evolving in different directions
in time. Specially designed multiplicative block and pointwise smoothers have been tested
numerically, and have shown promising results for optimization problems with elliptic,
parabolic, and parabolic-reactive PDE constraints. Despite the absence of theory, spectral
analysis for select linear problems indicates that in certain cases, multi-grid on the full-space
KKT system results in significant speedups compared to the reduced space multi-grid, mostly
because of avoidance of the adjoint/forward solves at each reduced Hessian iteration. For
nonlinear multi-grid on KKT systems, little theory exists. Yet, initial attempts based on the
full approximation scheme (FAS) concept have been n